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g aa ELKI 0.2 for the Performance Evaluation of
Snversitat I i Distance Measures for Time Series
Environment for Performance of Distance Functions:
D : In ELKI 0.2, the performance of different distance measures
eVeLOplng can be directly assessed and visualized to enable the
_ ' ' researcher to get a feeling for the meaning, benefits and
KDD App'lCathnS drawbacks of a specific distance measure. In a data set of
Su pp()rted by lndex-Structures time series, a specific time series can be picked and a k-NN
guery can be performed for this time series within the data
: | _ set for any k and any distance function. The result of the
M(.)tIV.ath.n. | o | guery Is e.g. visualized by assigning colors of degrading
In high dimensional data, and especially in time series data, similarity to the time series in the query result according to
the choice of a distance measure suitable and meaningful the decreasing similarity w.r.t. the given distance measure.

w. I. t. the data In question Is essential. In many implemen-
tations of algorithms, either provided by authors or imple-
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mented in general frameworks, the Euclidean distance is .,,
invariably used as a standard distance measure. rowd 16 a
In the software system ELKI, we facilitate the use of a wide —

. - . . . rowd13
range of different algorithms along with a wide choice of rowd12 !
distance measures. E——
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EuclideanDistanceFunction
clustering.DBSCAN ManhattanDistanceFunction row404

clustering.DeLiClu LPNormDistanceFunction
clustering.EM ArcCosineDistanceFunction
clustering.KMeans CosineDistanceFunction row40?
4 clustering.0PTICS
clustering.SLINK .

- clustering.SNNClustering
clustering.correlation.CASH
clustering.correlation.COPAC
clustering.correlation.ERiC
clustering.correlation.FourC
clustering.correlation.ORCLUS

- LocallyWeightedDistanceFunction
external.FileBasedDoubleDistanceF rowdol
external.FileBasedFloatDistancefFu

correlation.ERiCDistanceFunction ‘\
subspace.DiSHDistanceFunction row399
subspace.HiSCDistanceFunction row398
timeseries.DTWDistanceFunction 4 W
timeseries.EDRDistanceFunction row3ay \1
timeseries.ERPDistanceFunction row3o6
timeseries.LCSSDistanceFunctian
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clustering.subspace.CLIQUE
clustering.subspace.DiSH
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or use one of the included
40+ algorithms and
20+ distance functions
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Flexible Framework: A
As a framework, ELKI is flexible in a sense, that it allows to LCSS Distance

read arbitrary data types (provided there is a suitable parser

for your data file or adapter for your database), and that it Ava||ab|||ty
supports the use of any distance or similarity measure
appropriate for the given data type. Usually, an algorithm
needs to be provided with a distance function of some sort.

Thus, distance functions connect arbitrary data types to http://www._dbs. ifi.Imu.de/research/KDD/ELKI1/

This work Is continued — find the source-code and binaries,
documentation, and bug-reports via:
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arbitrary algorithms.
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