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Abstract. This paper introduces a new framework for image classifi-
cation using local visual descriptors. The pipeline first performs a non-
linear feature transformation on descriptors, then aggregates the results
together to form image-level representations, and finally applies a clas-
sification model. For all the three steps we suggest novel solutions which
make our approach appealing in theory, more scalable in computation,
and transparent in classification. Our experiments demonstrate that the
proposed classification method achieves state-of-the-art accuracy on the
well-known PASCAL benchmarks.

1 Introduction

Image classification, including object recognition and scene classification, re-
mains to be a major challenge to the computer vision community. Perhaps one
of the most significant developments in the last decade is the application of lo-
cal features to image classification, including the introduction of “bag-of-visual-
words” representation that inspires and initiates a lot of research efforts [1].

A large body of work investigates probabilistic generative models, with the
objective towards understanding the semantic content of images. Typically those
models extend the famous topic models on bag-of-word representation by further
considering the spatial information of visual words [2][3].

This paper follows another line of research on building discriminative models
for classification. The previous work includes SVMs using pyramid matching ker-
nels [4], biologically-inspired models [5][6], and KNN methods [7][8][9]. Over the
past years, the nonlinear SVM method using spatial pyramid matching (SPM)
kernels [4][10] seems to be dominant among the top performers in various im-
age classification benchmarks, including Caltech-101 [11], PASCAL [12], and
TRECVID. The recent improvements were often achieved by combining differ-
ent types of local descriptors [10][13][14], without any fundamental change of the
underlying classification method. In addition to the demand for more accurate
classifiers, one has to develop more practical methods. Nonlinear SVMs scale
at least quadratically to the size of training data, which makes it nontrivial to
handle large-scale training data. It is thus necessary to design algorithms that
are computationally more efficient.
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1.1 Overview of Our Approach

Our work represents each image by a set of local descriptors with their spatial
coordinates. The descriptor can be SIFT, or any other local features, computed
from image patches at locations on a 2D grid. Our image classification method
consists of three computational steps:

1. Descriptor coding:
Each descriptor of an image is nonlinearly mapped to form a high-dimensional
sparse vector. We propose a novel nonlinear coding method called Super-
Vector coding, which is algorithmically a simple extension of Vector Quan-
tization (VQ) coding;

2. Spatial pooling:
For each local region, the codes of all the descriptors in it are aggregated
to form a single vector, then vectors of different regions are concatenated to
form the image-level feature vector. Our pooling is base on a novel proba-
bility kernel incorporating the similarity metric of local descriptors;

3. Image classification:
The image-level feature vector is normalized and fed into a classifier. We
choose linear SVMs, which scale linearly to the size of training data.

We note that the coding-pooling-classification pipeline is the de facto frame-
work for image scene classification. One notable example is the SPM kernel ap-
proach [4], which applies average pooling on top of VQ coding, plus a nonlinear
SVM classifier using Chi-square or intersection kernels.

In this paper, we propose novel methods for each of the three steps and
formalize their underlying mathematical principles. The work stresses the im-
portance of learning good coding of local descriptors in the context of image
classification, and makes the first attempt to formally incorporate the metric of
local descriptors into distribution kernels. Putting all these together, the over-
all image classification framework enjoys a linear training complexity, and also
a great interpretability that is missing in conventional models (see details in
Sec. 2.3). The most importantly, our method demonstrates state-of-the-art per-
formances on the challenging PASCAL(07 and PASCALO09 image classification
benchmarks.

2 The Method

In the following we will describe all the three steps of our image classification
pipeline in detail.

2.1 Descriptor Coding

We introduce a novel coding method, which enjoys appealing theoretical prop-
erties. Suppose we are interested in learning a smooth nonlinear function f(x)
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defined on a high dimensional space R?. The question is, how to derive a good
coding scheme (or nonlinear mapping) ¢(x) such that f(z) can be well approxi-
mated by a linear function on it, namely w ' ¢(x). Our only assumption here is
that f(z) should be sufficiently smooth.

Let us consider a general unsupervised learning setting, where a set of bases
C C R? called codebook or dictionary, is employed to approximate any x,

namely,
TR~ Z Yo (X)V,
velC

where v(z) = [yy(2)]vec is the coefficients, and sometimes ), v,(z) = 1. By
restricting the cardinality of nonzeros of y(z) to be 1 and ~,(x) > 0, we obtain
the Vector Quantization (VQ) method

vi(z) = arg min ||z — o],

where || - || is the Euclidean norm (2-norm). The VQ method uses the coding
Yo(z) = 1if v = v, () and ~,(x) = 0 otherwise. We say that f(z) is 8 Lipschitz
derivative smooth if for all z,z’ € R%:

|[f(z) = f(@") = V@) (z —2')| < g\lx —a'||*.

It immediately implies the following simple function approximation bound via
VQ coding: for all z € R%:

@)~ 7 (0 @) = V1 (0 @) @ =) < Do —n@F. )

This bounds simply states that one can approximate f(z) by f(v.(z)) +

Vf (v*(:z:))T(x — vy(®)), and the approximation error is upper bounded by the
quality of VQ. It further suggests that the function approximation can be im-
proved by learning the codebook C' to minimize this upper bound. One way is
the K-means algorithm

C = arg min {Z min ||z — U||2} .
C - vel

Eq. (1) also suggests that the approximation to f(x) can be expressed as a linear
function on a nonlinear coding scheme

fla) = g(x) = w' ¢(),
where ¢(z) is called the Super-Vector (SV) coding of z, defined by

(@) = [s70(@), (@) (z —v) 7] | 2)

where s is a nonnegative constant. It is not difficult to see that w = [1 f(v), V f(v)]vec,
which can be regarded as unknown parameters to be estimated. Because v, (z) =
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1if v = v, (x), otherwise 7, (z) = 0, the obtained ¢(x) a is highly sparse represen-
tation, with dimensionality |C|(d+1). For example, if |C| = 3 and v(x) = [0, 1, 0],
then

p(z) = 10,...,0,s,(x—v)",0,...,0 (3)
—— —— Y—

d+1 dim.  d+1 dim. d+1 dim.

S

Fig. 1. Function f(z) approximated by w ' ¢(z)

As illustrated in Figure 1, w'¢(z) provides a piece-wise linear function to
approximate a nonlinear function f(z), as shown in Figure 1-(2), while with
VQ coding ¢(z) = [’Yv(ﬂf)]zec, the same formulation w' ¢(z) gives a piece-wise
constant approximation, as shown in Figure 1-(3). This intuitively suggests that
SV coding may achieve a lower function approximation error than VQ coding.
We note that the popular bag-of-features image classification method essentially
employs VQ to obtain histogram representations. The proposed SV coding is a
simple extension of VQ, and may lead to a better approach to image classifica-
tion.

2.2 Spatial Pooling

Pooling Let each image be represented as a set of descriptor vectors = that fol-
lows an image-specific distribution, represented as a probability density function
p(x) with respect to an image independent back-ground measure du(x). Let’s
first ignore the spacial locations of z, and address the spacial pooling later. A
kernel-based method for image classification is based on a kernel on the proba-
bility distributions over x € 2, K : P x P — R. A well-known example is the
Bhattacharyya kernel [15]:

Ku(p.q) = /Q p(2) 4 q(z) du().

Here p(z) and ¢(z) represent two images as distributions over local descriptor
vectors, and p(z) is the image independent background measure. Bhattacharyya



ECCV-10 submission ID 453 5

kernel is closely associated with Hellinger distance, defined as Dy(p,q) = 2 —
Ky(p,q), which can be seen as a principled symmetric approximation of the
Kullback Leibler (KL) divergence [15]. Despite the popular application of both
Bhattacharyya kernel and KL divergence, a significant drawback is the ignorance
of the underlying similarity metric of x, as illustrated in Figure 2. In order to
avoid this problem, one has to work with very smooth distribution families that
are inconvenient to work with in practice. In this paper, we propose a novel
formulation that explicitly takes the similarity of x into account:

Kelpa) = [ [ ple)ae) oo o )dnte)dn(e)
= [ [ o) tae) e a (o))
where k(z,2") is a RKHS kernel on §2 that reflects the similarity structure of z.

In the extreme case where k(z,z’) = §(x — ') is the delta-function with respect
to pu(+), then the above kernel reduces to the Bhattacharyya kernel.

(1) (2)

Fig. 2. Illustration of the drawback of Bhattacharyya kernel: in both cases their
density kernels Kj(p, ¢) remain to be the same, equal to 0.

In reality we cannot directly observe p(z) from any image, but a set X of
local descriptors. Therefore, based on the empirical approximation to K(p,q),
we define a kernel between sets of vectors:

KX X) = 0 30 S plo)Hala!)~H e ) (4)

reX z'eX’

where N and N’ are the sizes of the descriptor sets from two images.

Let k(z,2') = (¢(x),d(x")), where ¢(z) is the SV coding defined in the
previous section. It is easy to see that x(x,z’) = 0 if  and 2’ fall into different
clusters. Then we have

IC]

KXY = o530 3 3 ple) Hale!) Hate, )

k=1z€X), 2’ X/,
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where X} is the subset of X fallen into the k-th cluster. Furthermore, if we
assume that p(x) remains constant within each cluster partition, i.e., p(x) gives

rise to a histogram [pk]‘ki‘l, then

ICI

K(X,X') = NlN,Z<\/1Tk > ¢(x),\/1q»k > ¢(x’)>

k=1 c€Xs a'e X

The above kernel can be re-written as an inner product kernel of the form
K(X,X") = ($(X),P(X")), where

|C]

1 1
20 =53 T X )

reXy

Therefore functions in the reproducing kernel Hilbert space for this kernel has
a linear representation f(X) = w'®(X). In other words, we can simply employ
&(X) as nonlinear feature vector and then learn a linear classifier using this fea-
ture vector. The effect is equivalent to using nonlinear kernel K (X, X') between
image pairs X and X'.

Finally, we point out that weighting by histogram p;, is equivalent to treating
density p(z) as piece-wise constant around each VQ basis, under a specific choice
of background measure u(z) that equalizes different partitions. This representa-
tion is not sensitive to the choice of background measure p(x), which is image
independent. In particular, a change of measure u(-) (still piece-wise constant in
each partition) leads to a rescaling of different components in ¢(X). This means
that the space of linear classifier f(r) = w'®(X) remains the same.

Spatial Pyramid Pooling To incorporate the spatial location information
of x, we apply the idea of spatial pyramid matching [4]. Let each image be
evenly partitioned into 1 x 1, 2 x 2, and 3 x 1 blocks, respectively in 3 different
levels. Based on which block each descriptor comes from, the whole set X of an
image is then organized into three levels of subsets: X1, X7, X%, X3, X%,
X3, X35, and X3, Then we apply the pooling operation introduced in the last
subsection to each of the subsets. An image’s spacial pyramid representation is
then obtained by concatenating the results of local pooling

QS(X) = [QS(Xlll)v QS(X%I)’ QS(XIQZ)’ QS(X221)) Q(X222)> Q(Xi}l% Q(XI?Q)’ Q(XfS)

2.3 Image Classification

Image classification is done by applying classifiers based on the image repre-
sentations obtained from the pooling step. Here we consider the task of finding
whether a particular category of objects is contained in an image or not, which
can be translated into a binary classification problem. We apply a linear SVM



ECCV-10 submission ID 453 7

that employs a hinge loss to learn g(X) = w' ®,(X). We note that the function
is nonlinear on X since @,(X) is a nonlinear operator.

Interestingly, the image-level classification function is closely connected to a
real-valued function on local descriptors. Without loss of generality, let’s assume
that only global pooling is used, which means @,(X) = ¢(X) in this case.

IC| IC|

o) =we(X) = L3 S wlen = Y = Y el )
k=1 k=1

reEXy rEXy

where g(x) = w' ¢(z). The above equation provides an interesting insight to the
classification process: a patch-level pattern matching is operated everywhere in
the image, and the responses are then aggregated together to generate the score
indicating how likely a particular category of objects is present. This observa-
tion is well-aligned with the biologically-inspired vision models, like Convolution
Neural Networks [16] and HMAX model [6], which mostly employ feed-forward
pattern matching for object recognition.

This connection stresses the importance of learning a good coding scheme
on local descriptors z, because ¢(z) solely defines the function space of g(x) =
w' ¢(x), which consequently determines if the unknown classification function
can be well learned. The connection also implies that supervised training of ¢(x)
could potentially lead to further improvements.

Furthermore, the classification model enjoys the advantages of interpretabil-
ity and computational scalability. Once the model is trained, Eq. (5) suggests
that one can compute a response map based on g(x), which visualizes where
the classifier focuses on in the image, as shown in our experiments. Since our
method naturally requires a linear classifier, it enjoys a training scalability which
is linear to the number of training images, while nonlinear kernel-based methods
suffer quadratic or higher complexity.

3 Discussion and Further Improvement

Our approach is along the line of recent works on unsupervised feature learning
for image classfiication, especially, learning sparse representations e.g., [17][5][18]
[19] [20]. In theory our work is more related to local coordinate coding (LCC)
[19], which points out that in some cases a desired sparsity of ¢(z) should come
from a locality of the coding scheme. Indeed, the proposed SV coding leads to a
highly sparse representation ¢(z), as defined by Eq. (2), which activates those
coordinates associated to the neighborhood of x. As the result, g(z) = w ' ¢(x)
gives rise to a local linear function (i.e., piece-wise linear) to approximate the
unknown nonlinear function f(x). But, the computation of SV coding is much
simpler than sparse coding approaches.

Our method can be further improved by considering a soft assignment of x
to bases C. Recall that the underlying interpretation of f(z) ~ w'¢(z) is the
the approximation

@) = f(va(@) + Vi (0a(@) (= va())
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which essentially uses the unknown function’s Taylor expansion at a nearby
location v, (z) to interpolate f(x). One natural idea to improve this is using
several neighbors in C' instead of the nearest one. Let’s consider a soft K-means
that computes py (), the posterior probability of cluster assignment for z. Then
the function approximation can be handled as the expectation

1€l

fz) =~ Zpk(x) [f(vk) + Vf(vk.)T(o: — vk)}

Then the pooling step becomes a computation of the expectation
1 1 IC|
P(X) =+ lﬁ > pr()(z — v+ 9)
N Pk rzeX
where pi, = % Y., cx Pk(z), and s comes from Eq. (2). This approach is different
from the image classification using GMM, e.g., [21][22]. Basically, those GMM
methods consider the distribution kernel, while ours incorporates nonlinear cod-
ing into the distribution kernel. Furthermore, VQ or soft VQ require a much less
number of parameters to estimate. Our experiment confirms that our approach
leads to a significantly higher accuracy.

k=1

AP (%) VQ GMM SV  SV-soft
aeroplane 39.9 744 775 78.9
bicycle 44.0 579 672 68.4
bird 277  45.7  47.0 51.9
boat 53.8 689 739 71.5
bottle 15.8 26.2 27.2 29.8
bus 485 63.0 66.9 70.3
car 634 772 814 81.6
cat 38.6 54.6 61.1 60.2
chair 45.8 53.0 53.7 54.5
COwW 27.4 427 49.3 48.2
dining_table 32.7 46.9 55.1 56.8
dog 36.0 43.1 44.6 44.9
horse 66.7 TT.T 717 80.8
motorbike 43.6 60.2 66.2 68.8
person 73.1 83.6 848 85.9
potted_plant 25.9 28.2 28.5 29.6
sheep 22.8 423 46.7 47.7
sofa 41.9 51.2 56.1 57.7
train 60.0 75.6 79.2 81.7
tv/monitor 27.0 44.1 51.1 529
average 41.7 55.8 59.8 61.1

Table 1. Comparison of different coding methods, on PASCAL VOC 2007 test set
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4 Experiments

We perform image classification experiments on two datasets: PASCAL VOC
2007 and PASCAL VOC 2009. The images in both datasets contain objects
from 20 object categories and range between indoor and outdoor scenes, close-
ups and landscapes, and strange viewpoints. The datasets are extremely chal-
lenging because of significant variations of appearances and poses with frequent
occlusions. PASCAL VOC 2007 consists of 9,963 images which are divided into
three subsets: training data (2501 images), validation data (2510 images), and
test data (4952 images). PASCAL VOC 2009 consists of 14,743 images and corre-
spondingly are divided into three subsets: training data(3473 images), validation
data(3581 images), and testing data (7689 images).

All the following experiment results are obtained on the testing datasets,
except the comparison experiment for different codebook sizes |C| (Table 4),
which is performed on PASCAL VOC 2007 validation set. We use the PASCAL
toolkit to evaluate the classification accuracy, measured by average precision
based on the precision/recall curve.

In all the experiments, 128-dimensional SIFT vectors are extracted over a
grid with spacing of 4 pixels on three patch scales (16x16,25x25 and 31x31).
The dimension of descriptors is reduced to 80 by applying principal component
analysis (PCA). The codebooks C' are trained on one million randomly sampled
descriptors. The constant s is chosen from [0,107%,1073,1072,1071] via cross-
validation on the training set.

4.1 Comparison of Nonlinear Coding Methods

Our first experiment investigates image classification using various nonlinear
coding methods. The goal is to study which coding method performs the best
under linear SVM classifiers. These methods are: (1) VQ coding — using Bhat-
tacharyya kernel on spatial pyramid histogram presentations; (2) GMM - the
method described in [22]; (3) SV — the super-vector coding proposed by this
paper; (4) SV-soft — the soft version of SV coding, where [py(z)]; for each z is
truncated to retain the top 20 elements with the rest elements being set zero.

Table 1 shows the experiment results with different coding methods on PAS-
CAL VOC 2007 test dataset. In all the cases |C| = 512 bases/components are
used for coding. SV and SV-soft both significantly outperform other two com-
petitors. SV-soft is slightly better than SV. In the rest of the experiments we
apply SV-soft for classification.

4.2 Comparison with State-of-the-Art Results

In this section we compare the performance of our method with reported state-of-
the-art results on the PASCAL VOC 2007 and 2009 benchmarks. In both cases,
we train the classifier on the training set plus the validation set, and evaluate
on the test set, with |C] fixed as 2048. Table 2 compares the experiment results
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by our approach with the top performances in PASCAL VOC 2007 dataset,’
while Table 3 compares our results with the top results in PASCAL VOC 2009
dataset.? In both cases, our method significantly outperforms the competing
methods on most of the object categories. We note that most of those compared
methods extend the SPM nonlinear SVM classifier by combing multiple visual
descriptors/kernels, while our method utilizes only SIFT features on gray images.
This difference highlights the significant success of the proposed approach. Note
that in Table 3 we do not compare with the winner team NEC-UIUC’s result,
because as far as we know, they combined an object detection model, i.e. using
the information of the provided bounding boxes, to achieve a higher accuracy.

AP (%) QMUL TKK XRCE INRIA(flat) INRIA(GA) Ours
aeroplane 71.6 71.4 72.3 74.8 77.5 79.4
bicycle 55.0 51.7 57.5 62.5 63.6 72.5
bird 41.1 48.5 53.2 51.2 56.1 55.6
boat 65.5 63.4 68.9 69.4 71.9 73.8
bottle 27.2 27.3 28.5 29.2 33.1 34.0
bus 51.1 49.9 57.5 60.4 60.6 72.4
car 72.2 70.1 75.4 76.3 78.0 83.4
cat 55.1 51.2 50.3 57.6 58.8 63.6
chair 474 51.7 52.2 53.1 53.5 56.6
cow 35.9 32.3 39.0 41.1 42.6 52.8
dining_table  37.4 46.3 46.8 54.9 54.9 63.2
dog 41.5 41.5 45.3 42.8 45.8 49.5
horse 71.5 72.6 75.7 76.5 77.5 80.9
motorbike 57.9 60.2 58.5 62.3 64.0 71.9
person 80.8 82.2 84.0 84.5 85.9 85.1
potted_plant 15.6 31.7 32.6 36.3 36.3 36.4
sheep 33.3 30.1 39.7 41.3 44.7 46.5
sofa 41.9 39.2 50.9 50.1 50.6 59.8
train 76.5 71.1 75.1 77.6 79.2 83.3
tv/monitor 45.9 41.0 49.5 49.3 53.2 58.9
average 51.2 51.7 55.6 57.5 59.4 64.0

Table 2. Comparison of our method with top performers in PASCAL VOC 2007

4.3 Impact of Codebook Size

In this section we report further experimental results on PASCAL VOC 2007
validation set, to show the impact of codebook size |C| on classification perfor-
mance. As shown in Table 4, as we increase |C| from 256, to 512, 1024, and

! http://pascallin.ecs.soton.ac.uk/challenges/ VOC /voc2007 /workshop/everingham _cls.pdf
2 http:/ /pascallin.ecs.soton.ac.uk/challenges/ VOC /voc2009 /workshop/everingham _cls.pdf
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AP (%) LEOBEN LIP6 LEAR FIRSTNIKON CVC UVASURREY OURS

aeroplane 79.5 809 79.5 83.3 86.3 84.7 87.1
bicycle 52.1 523 555 59.3 60.7 63.9 67.4
bird 57.2  53.8 545 62.7 66.4 66.1 65.8
boat 59.9 60.8 63.9 65.3 65.3 67.3 72.3
bottle 29.3  29.1 43.7 30.2 41.0 37.9 40.9
bus 63.5 66.2 70.3 71.6 71.7 74.1 78.3
car 55.1 53.4 66.4 58.2 64.7 63.2 69.7
cat 539 559 56.5 62.2 63.9 64.0 69.7
chair 51.1  50.7 544 54.3 55.5 57.1 58.5
cow 31.3  33.8 3838 40.7 40.1 46.2 50.1
dining_table 42.9 43.9 44.1 49.2 51.3 54.7 55.1
dog 44.1 446 46.2 50.0 45.9 53.5 56.3
horse 54.8  59.4 585 66.6 65.2 68.1 71.8
motorbike 58.4 58  64.2 62.9 68.9 70.6 70.8
person 81.1  80.0 82.2 83.3 85.0 85.2 84.1
potted_plant ~ 30.0  25.3 39.1 34.2 40.8 38.5 31.4
sheep 40.2 419 41.3 48.2 49 47.2 51.5
sofa 44.2 425 39.8 46.1 49.1 49.3 55.1
train 749 784 73.6 83.4 81.8 83.2 84.7
tv/monitor 582  60.1 66.2 65.5 68.6 68.1 65.2
average 53.1 53.6 56.9 58.9 61.1 62.1 64.3

Table 3. Comparison of our method with top performers in PASCAL VOC 2009

2048, the classification accuracy keeps being improved. But the improvement
gets small after |C| goes over 1024.

4.4 Visualization of the Learned Patch-Level Function

As suggested by Eq. 5, a very unique perspective of our method is the “trans-
parency” of the classification model. Once the image classifier is trained, a real-
valued function g(z) is automatically obtained on the local descriptor level.
Therefore a response map of g(z) can be visualized on test images. In Figure 3,
we show the response map (with kernel smoothing) on a set of random images
from the PASCAL VOC 2009 test set. In most of the cases, the results are quite
meaningful — the target objects are mostly covered by high-valued responses
of g(z). This observation suggests a potential to extend the current framework
toward joint classification and detection.

5 Conclusion

This paper introduces a new method for image classification. The method follows
the usual pipeline but introduces significantly novel methods for each of the steps.
We formalizes the underlying mathematic principles for our methods and stresses
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AP (%) |C| =256 |C| =512 |C]=1024 |C|=2048
aeroplane 7.7 77.9 77.9 78.7
bicycle 55.6 57.2 58.2 58.7
bird 51.0 53.5 54.4 54.0
boat 66.3 66.9 67.1 68.9
bottle 25.5 29.8 31.5 31.9
bus 56.2 59.7 60.9 60.0
car 78.8 79.6 79.8 80.5
cat 59.5 61.4 62.3 62.4
chair 56.4 56.6 56.8 58.0
cow 40.0 43.6 45.6 44.3
dining_table 52.7 58.8 61.1 60.7
dog 42.3 46.5 48.7 47.1
horse 72.5 72.1 72.2 74.4
motorbike 65.7 68.7 70.1 70.5
person 79.8 81.0 81.6 81.7
potted_plant 23.3 22.9 22.5 23.2
sheep 30.2 33.9 35.5 32.0
sofa 52.2 54.7 55.9 57.3
train 80.2 81.2 81.4 82.5
tv/monitor 55.0 56.4 57.2 57.9
average 56.0 58.1 59.0 59.2

Table 4. The influence of codebook sizes |C|, on PASCAL VOC 2007 validation set

the importance of learning a good nonlinear coding of local descriptors in image
classification. Compared to popular state-of-the-art methods, our approach is
appealing in theory, more scalable in computation, transparent in classification,
and produces state-of-the-art accuracy on the well-known PASCAL benchmark.
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was a summer intern at NEC Laboratories America, Cupertino, CA.
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Fig. 3. Visualization of the learned patch-level function g(z) on image examples from
PASCAL-09. The relationship between g(z) and the image classification function g(X)
is shown in Eq. 5. The figures show that g(x) has a good potential for object detection.



