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1 Introduction

Are you interested in Active Learning or Domain Adaptation? We are interested
in supervising talented Bachelor/Master students and publishing high-quality
publications.

2 Background

Domain Adaptation [2] is a setting that attempts to transfer a classification
network trained on one data set/domain (called source domain) to a different,
previously unseen domain (called target domain). Here, the goal is to use as few
or as few labels as possible from the new domain as possible. One way of doing
so is Active Domain Adaptation [11]. Here the algorithm is allowed to specify
the unlabeled data points that would be most useful if they received labels.
These are then sent to a so-called oracle (typically a human annotator) which
provides a label for these instances. The algorithm then retrains the network
with the additional labels. Depending on the budget, this process is repeated
until said budget of data that is allowed to be labeled is reached. One aspect to
take into account is that he goal is also to loose as little classification capability
in the source domain as possible.
There are many different ways of selecting these instances. Typically the se-
lection is done based on either uncertainty, diversity, domainness, or a mix of
these properties. Even within these categories, there are many different selec-
tion strategies [3, 10, 18, 16].
Within the setting of domain adaptation, there is a special case called source-
free domain adaptation [1]. Here, the original source domain data set that was
used to train the original source network is no longer available. This requires
specific strategies to handle the training process [17]. Here the usage of pseudo-
labels [9, 5] or generative approaches [7] to supplement the data are common
[12]. This setting finds use in Active Domain Adaptation as well, with multiple
recent strategies being used to address it [8, 15, 6, 4, 14].
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3 Topics

3.1 Investigation of the ASFDA capability of DiaNA (BA)

Description The recently published DiaNA [4] is not primarily intended for
the source-free setting but still includes some statements regarding its usability
in the setting. However, there does not appear to have been any road-scale
investigation of that usability.
The goal of this thesis is to investigate the performance of the ASFDA version
of DiaNA both in comparison to other ASFDA methods and the non-source-free
version. Furthermore, these results should be interpreted.
The primary difficulty is that DiaNA lacks a published code as the official code
repository is empty https://github.com/Duojun-Huang/DiaNA-CVPR2023. As
such, the majority of the thesis would be focused on reimplementing DiaNA in
order to be able to perform the investigation.
There are, however, suitable ASFDA competitors that have implementations,
though some investigation of the usability of the code is necessary. These are
SALAD [6], an approach based on a Guided Attention Transfer Network, ELPT
[8], an energy-based approach, and BIAS [14], a very recent approach based
around aligning the distributions for active and inactive samples. Furthermore,
the method MHPL [15] is included in the LADA repository [13], though this is
not a source-free framework and may require additional work.

Relevant Resources : https://github.com/divyakraman/SALAD_SourcefreeActiveLabelAgnosticDomainAdaptation,
https://github.com/TL-UESTC/ELPT,
https://github.com/fanwang826/BIAS,
https://github.com/tsun/LADA/tree/master

Required Reading : [4, 15, 6, 8, 14]

Requirements

• Study in the field of computer science

• Very good understanding of machine learning

• Very good programming skills in Python

• Independent working

• Beneficial: understanding of active learning/active domain adaptation

Additional Information

• Start: in April

• Length of the work: 20 weeks

• Location: AoE
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Contact information If you are interested, please send your CV and tran-
scripts to jahn@dbs.ifi.lmu.de
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