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1. Introduction

Structured and semi-structured data are getting more and
more important for modern database applications. Exam-
ples of such data include chemical compounds, CAD draw-
ings, XML documents, web sites or image data. In addi-
tion to a variety of content-based attributes, complex ob-
jects mostly carry some kind of internal structure which of-
ten forms a hierarchy. Whereas for content information the
concept of feature vectors has proven to be very success-
ful, for the internal structure of the objects several similar-
ity measures for trees have been proposed [4, 5]. However,
the computational complexity of those measures limits their
applicability to large databases. New efficient and effective
lower-bounding filters for tree structured data in combina-
tion with a filter-refinement architecture [1, 3] can be used
to overcome this problem.

2. Structural and Content-Based Filters

Filtering based on height of nodes. A success-
ful way to filter unordered trees based on their structure
is to take the height of nodes into account. A very sim-
ple technique is to use the height of a tree as a single
feature. The difference of the height of two trees is an obvi-
ous lower bound for the edit distance between those trees,
but this filter clearly is very coarse, as two trees with com-
pletely different structure but the same height cannot be
distinguished. A more fine-grained and more sensitive fil-
ter is obtained by creating a histogram of node heights
in a tree and using the difference between those his-
tograms as a filter distance.

Filtering based on degree of nodes.The degrees of the
nodes are another structural property of trees which can be
used as a filter for the edit distances. Again, a simple filter
can be obtained by using the maximal degree of all nodes in
a tree as a single feature. The difference between the max-
imal degrees of two trees is an obvious lower bound for
the edit distance. As before, this single-valued filter is very

coarse, while using a degree histogram yields a more fine-
grained filter criterion.

Content-Based Filters.Apart from the structure of the
trees, the content features, expressed through node labels,
have an impact on the similarity of attributed trees. The dif-
ference between the distribution of the values within a tree
and the distribution of the values in another tree can be used
to develop a lower-bounding filter. To ensure efficient eval-
uation of the filter, the distribution of those values has to be
approximated for the filter step.

Combining different Filters. All of the above filters use
a single feature of an attributed tree to approximate the edit
distance. As the filters are not equally selective in each sit-
uation, several of the presented filters can be combined to
further increase the filter selectivity.

3. Conclusion

We implemented our new approach for efficient simi-
larity search in large databases of tree structures. Our ex-
periments show that filtering significantly accelerates the
complex task of similarity search for tree-structured ob-
jects. Moreover, they show that no single feature of a tree
is sufficient for effective filtering, but only the combination
of structural and content-based filters yields good results.
More details can be found in [2].
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