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ABSTRACT
The rapid progress in digital music distribution has lead to /' C@@
the creation of large collections of music. There is a need fo 3y o= | Features
content-based music classification methods to organize the: Fesporfpes| —> (Rhythm] @ -
collections automatically using a given genre taxonomy. Tc \
provide a versatile description of the music content, severe X&
kinds of features like rhythm, pitch or timbre characteristics
are commonly used. Taking the highly dynamic nature of mu- la] Piece of Music O Genre TreeNode O Genre Tree Leaf Classifier
sic into account, each of these features should be calculated ] ]
up to several hundreds of times per second. Thus, a piece 19 1. Architecture of the proposed framework.
of music is represented by a complex object given by sev- i o ) i
eral large sets of feature vectors. In this paper, we propose Our main contributions are: (1) a novel semi-supervised,

a novel approach for the hierarchical classification of musi@lerarchlcainstance reductiofiR) technique which enables

pieces into a genre taxonomy. Our approach is able to haffs to use only a small number of relevant features for each

dle multiple characteristics of music content and achieves gllqe}ss:ﬁer. @) 'T‘n ef][gctlye and eff|?|ent framework fmer?r—

high classification accuracy efficiently, as shown in our ex.chical genre classificatiotHGC) of music pieces in enulti-

periments performed on a real world data set. representatio(MR) and multi-instance(MI) setting. Let us
note that our framework can also be useddenre classifica-

tion (GC) in flat class systems.

1. INTRODUCTION

The progress of computer hardware and software technology 2. RELATED WORK
in recent years made it possible to manage large collections of
digital music on an average desktop computer. Often meta irf=eature extraction. Timbre features are derived from the fre-
formation, such as artist, album or title, is available along withquency domain and were mainly developed for the purpose
the audio file. However, the amount and quality of the avail-of speech recognition. The extraction of the timbral texture is
able meta information in publicly accessible online databasegperformed by computing the short time fourier transform. We
e.g. freedb.org, is often limited. This meta data is especiallyse the Mel-frequency cepstral coefficients (MFCCs), spec-
useful when searching for a specific piece of music in a largéral flux and spectral rolloff as timbral representations [1].
collection. To organize and structure a collection, additionaRhythmic content features are useful for describing the beat
information such as the genre would be very useful. Unforfrequency and beat strength of a piece of music. In our frame-
tunately, the genre information stored in online databases igork, we use features derived from beat histograms [1] as the
often incorrect or does not meet the user’s expectations.  description of the rhythmic content. Pitch extraction tries to
In this paper, a content-based hierarchical genre classifinodel the human perception by simulating the behavior of the
cation framework for digitized audio is presented as sketchedochlea. Similar to the rhythmic content features, we derive
in Figure 1. It is often problematic to assign a piece of mu-pitch features from pitch histograms which were generated by
sic to exactly one class in a natural way. Genre assignmeratmultipitch analysis model [2].
is a somewhat fuzzy concept and depends on the taste of the Genre classification. The general idea of hierarchical
user. Therefore, our approach allows multi-assignment of onelassification is that a classifier located on an inner node of
song to several classes. The classification is based on featuhe genre tree solves only a small classification problem and
vectors obtained from three acoustic realms nantietppre,  therefore achieves more effective results more efficiently than
rhythmandpitch. Thus, each song is described by multiplea classifier that works on a large number of flat organized
representations, each of them containing a set of feature veclasses. There exist only a few approaches for automatic
tors, so callednultiple instances genre classification of audio data. In [3], music pieces are



classified into either rock or classic usiigNN and MLP

classifiers. Zhang [4] proposes a method for a hierarchice

genre classification which follows a fixed schema and whert [ d'Rock||Méta|||Mari'acha”Brézn||3a'|sa||Taégo|
is only limited support for user-created genre folders. More [5ig Band)] [Biuss Jazz | [Swing]
over, the above mentioned hierarchical classification meth-

ods do not take full advantage of Ml and MR music objects. Fig. 2. An example genre hierarchy.

In contrast, our approach handles such rich object represen-

tations as well as an arbitrary genre hierarchy, and supportg0rs in [13] also propose a specialized distance function on
multi-assignment of songs to classes. the derived first order summarization vectors. Both first and

higher-order techniques reduce the Ml object to a small set

Hierarchical Classification. The use of class hierarchies f feature vectors. Th ing the reduced representation
to improve large scale classification problems has predomf2 cafure vectors. 1hus, USINg the reduced representations
og the MI object requires the application of kernel functions

nantly been applied in text classification. Several approach
have been introduced picking up this idea. The authors of [EE}]Or St_VMS‘ In Cof‘teXt OI. Iar‘tg);le ;jataft;_a_sest, tlhe L.st.e ?.f kernel
investigated multiple representations of objects in the conte pnctions seems impracticable for efficient classification.

of hierarchical classification and proposed a so calleéct
adjusted weightingor linear combination of MR objects. 3. EFFICIENT HIERARCHICAL GENRE

Support Vector Machines. In recent yearssupport vec- CLASSIFICATION

tor machinegSVMs) [6] have received much attention offer- In this section, we describe our approach for classifying large

ing superior performance in various applications. For exam- ; o . .
. . . . collections of music pieces in a genre taxonomy (cf. Figure 2).
ple, [7] presents a fusion technique for multimodal objects

. AR . Since a music piece is described by a set of feature vectors,
Basic SVMs distinguish between two classes by calculatmgv . ; ) . : :

) g L e first describe a novel hierarchical semi-supervised tech-
the maximum margin hyperplane between the training ©X@Mjique for instance reduction. The reduced descriptions are
ples of both given classes. To employ SVMs for distinguish- 4 . S P ption
; . used afterwards for hierarchical classification of music pieces
ing more than two classes, several approaches were intro- : . o

. with SVMs. Furthermore, we use object adjusted weighting
duced [8]. In order to handle sets of feature vectors in SVMs ) :
: ) in order to take advantage from multiple representations.

so called kernel functions were introduced [9]. A weakness . : :
Hierarchical Instance Reduction. Let DB be a set of

of MI kernels is the need to calculate distances between all

instances, i.e0(n?) single distance calculations are requiredremé)sl'%C s:r]]eg;sa:\sliﬁgggebthgtvaer;tl\g Objéﬁ:oﬁf;i’hi'n' ’ﬁ]”lr}]
in order to compare two Ml objects with instances. Thus, y Freduced g

imal distances to a given set of so calgport objectss =

MI kernels seem to be unsuitable for solving large scale clas{—s 5} wherem < n. Formall
sification problems in music collections. Lo om A Y. o
Instance Reduction Techniques.As mentioned above, Xreduced = (flér}( dist(zi, 51); - - - e dist(zi, sm))-

a piece of music is usually described by a set of feature V€Gihe setS can either be calculated by a random selection of

tors and is an Ml object. The number of instances can vary o :
. . yinstances fronDB, or it is possible to choose eaghe S
from tens to hundreds per second, i.e. a song is represented

by 10,000 to 50,000 feature vectors. In order to handle sucﬁs a centroid of a clustering that can be calculated on a small

MI objects two classes of IR techniques can be distinguishe&anmk.a ofiln.stances frprﬂB. An example for the instance
reduction is illustrated in Figure 3.

namely higher-order and first order. Higher-order IR tech- The number of elements i .4, 0.4 may still be too large

. . . . . reauce
niques use opt|m|;at|on algor!thms on_fegture.veptor_'s,. TheVor solving the classification problem efficiently. Thus, we
describe an M ObJ.eCt as a mix of §tat|st|cal d|§tr|but|ons Oi?ropose to exploit the hierarchical organization of classes and
cluster representatives. In [10], a higher-order instance tech-

nigue is presented which is based on Gaussian dlstrlbutlonto. selectonly a small subsgty C S for each inner nodé’ of

The authors use methods such as Expectation Maximizatione genre taxonomy. The elementssof should be selected

for parameter estimation. The authors of [11] propose an IR that the subclassésy of IV can be distinguished in the

approach that computes the optimal representatives by mir?—eSt possible way. Therefore, the subset of support objects is

S . L : £ndividual for each inner nod®/.
imizing the Hausdorff distance between the original objec To calculateS~ we suagest to apolv a semi-supervised
and its representation. If the Euclidian metric is used as a N 99 PRy b

: : method based on thaformation gain criterion Let T'(Cy)
distance function on the feature vectors, fhmeans method - . . .
X I X : be a set of all training objects belonging@y;. The domains
can be applied for summarization of multimedia content [12]. : . . ) !
. . D(s;) are discretized by using the method described in [14].
In case of general metric spaces, faimedoid method can be

. . . ! After discretization the information gain criterion for each at-

applied for summarization. A randomized first order IR tech-,_.
: . : : . ._tribute can by calculated by

nigue, called signature, is proposed in [13]. A multimedia "

sequence in the database is described by selecting a numtmyogam(smT(cN)) = H(T(CN))_Z I H(1),
of its instances closest to a set of random vectors. The au- reriom T(CN)]
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Fig. 3. Instance reduction with help of support objects.
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Fig. 5. Accuracy for classification on single- and multi-
representations.

" of SVMs

the 2LPC as input to assign an object to a class Cy =
Csingie U Ceompi- The second task that is handled by the

r classifier in the second layer is the aggregation of multiple
Lrrent objec representations. The voting vectdps, . .., ®; provided by

_ the first layer SVMs for each representatiBn, ..., Ry € R

Class SetC={@, @, L.} are aggregated by using a weighted linear combindtioa

da, ds: distances between o, and borders of its class Zk w;®;. ThenV is used as the input for the classifier
=1 %i i+

Fig. 4. Border distance based derivation of weights for aln the second layer. The weights in the combination are
multi-represented object. calculated by using object adjusted weighting. The intuition
behind the object adjusted weighting is that the current object

whereH (t) denotes the entropy. Finall§iy is calculated as ©cur- USed in training or to be classified needs to have a suf-

follows: Sy = {s; € S||Sy| = kAVs; € SyVa € S : ficient distance from any of the other classes. More formally,

InfoGain(a,T(Cy)) < InfoGain(s;, T(CN))}. After that, letc; be the cllass O oy r determ|.ned by majority vote i®;,

Sy is used for training and classification on the ndde thenw; = ming,ec, ;g neite; dist(Ocurr, HyperPlane(c;,
Hierarchical Genre Classification by Using Multiple ~ ¢i)): WhereHyperPlane(c;, c;) denotes the maximum mar-

Representations.A two layer classification proceg2LCP) gn hyperplane separatnjg the classgandci. Figure 4 (.je'
handles the hierarchical classification problem on each innd}/Cts an example of weight calculation where the weight
nodeN of the genre taxonomy. This process acts as a guides—hOUId be settd,.
post for the hierarchical classification. We train SVMs in the
first layer of the 2LCP that distinguishes only single classes 4. EXPERIMENTAL EVALUATION
Csingle In €aCh representation. Since standard SVMs are able
to make only binary decisions we apply the so-called onewe implemented our approach in Java 1.5 and performed all
versus-one (OvO) approach (cf. Figure 4) in order to makexperiments on a Pentium IV workstation equipped with 2
a classification decision for more than two classes. We aiGByte main memory. The genre hierarchy depicted in Fig-
gue that for our application the OvO approach is best suitablagre 2 was used in all following experiments. A music col-
because the voting vectods; provided by this method are lection consisting of almost 500 songs was the basis for the
a meaningful intermediate description that is useful for solvclassification experiments, which results in approximately 30
ing the multi-assignment problem in the second layer of ousongs per class. Depending on the representation, we ex-
2LCP. In order to perform the multi-assignment we take adtracted 30 to 200 features per second. We performed 10-fold
vantage of the class properties in our application domain. Weross-validation for evaluating the classification accuracy. In
limit the possible class combinations to a subSgs,..,; C  the following, we present the results of our experiments with
2C=inaie hbecause there exist several combinations that do n@farticular emphasis to efficiency and effectiveness.
make sense, e.g. a piece of music belonging to the class 'salsa’ Effectiveness. In the first experiment, we compared the
is very implausible to be also in the class 'metal’. For thisquality of GC on multiple, and HGC on single and muilti-
purpose, we only take thoses 2€+=s« into account, which  ple representations. Figure 5 depicts the experimental results.
occur in the training set. When working with multiple representations, our HGC ap-
The SVM classifier in the second layer of the 2LPC usegroach {0.03%) achieves higher classification accuracy than
an aggregation of the voting vectabs from the first layer of  using a single representation only. Furthermore, the classifi-
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Fig. 6. Accuracy for classification on single- and multi-

representations.
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Fig. 7. Classification time per object.

cation accuracy of HGC is comparable to that of the flat GC [7]

approach72.01%).

multiple instances. We showed that our hierarchical classi-
fication can compete with a flat class system in terms of ef-
fectiveness and greatly surpasses it in terms of efficiency. An
implementation of our framework has been demonstrated re-
cently [15]. In the future, we plan to extend the framework to
handle video data.

(1]

(2]

(3]

[4]

5]

(6]

In the next experiment, we investigated how the classi-

fication accuracy of our approach is influenced by the num-[8]

ber and the choice of the support objects. For chooSing

we either randomly picked the support objects or applied our

strategy described in Section 3. The experimental results ard9]

depicted in Figure 6 and show that our approach always out-

performs the random selection. For both approaches, the ald0]

curacy increases with an increasing number of support ob-
jects. However, especially for a low number of support ob-

jects, the random approach achieves a lower accuracy co
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