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ABSTRACT
The world wide web is the largest source for all kind of
information currently available. Due to its enormous size
retrieving relevant information is a difficult task for which
users often rely on directory services. A directory service
provides a huge topic tree containing links for each topic.
Due to the generality of the topics most links direct to web-
sites or domains, instead of single webpages. For main-
taining a directory service, automatic classification of new
websites into the topics of the tree would be very benefi-
cial. Therefore, this paper introduces a new approach to
website classification that is based on sets of feature vec-
tors. Compared to previous approaches our new method
requires no preprocessing, but provides high accuracy in
efficient time.
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1 Introduction

The world wide web is the largest source for all kinds of
information that is available to a very high number of peo-
ple all over the world. Due to the vast amount of infor-
mation and the distributed organization, tracking topic spe-
cific information can be a challenging problem. To solve
this problem two kinds of services have emerged helping
to retrieve information: search engines like Google [1] and
directory services like DMOZ [2] or yahoo! [3].

Whereas a search engine basically consists of a large
database of words with respect to the web documents they
occur in, a directory service consists of a large topic tree
organizing a huge, predefined set of possible query topics.
For each topic the directory service provides a webpage
containing web content specific to the topic. Directory ser-
vices might link to single webpages, but more often they
link to complete websites. A website is a set of webpages
published by the same person, group or institution refer-
ring to a common topic. For example, most companies of-
fer a website consisting of multiple webpages that describe
different information like services, vacancies or locations.
Thus, the information presented on a website might belong
to various subtopics, but follows the common purpose to
describe the company.

Finding websites instead of single webpages has var-
ious applications. Companies might look for potential cus-
tomers, suppliers or competitors. Another example is a user
that wants to buy a new computer and then tries to find
a computer retailer. Afterwards he can look for offers on
computers within the sites of computer retailers only. Let
us note that these queries might also be solved by search
engines, but the precision of the search results tends to be
very low, because the search engine retrieves any page con-
taining the name of the wanted computer or the terms used
to describe it.

Since directory services are usually maintained man-
ually or semi-automatically, extending a directory service
is rather time-consuming. Clearly, a system that automati-
cally determines the correct class of a given website would
significantly speed up the maintainance of a directory ser-
vice . Thus, a classifier that determines the most likely class
for a website is an important improvement.

In [4], we introduced a first approach on website clas-
sification. This approach derived a so-called topic fre-
quency vector for each website and afterwards used this
vector for classification. However, this former approach
had an important drawback: generating training data in the
space of topic frequency vectors is very time consuming
and requires a lot of manual interaction.

In this paper, we therefore introduce a new approach
that is based on describing a website as a set of feature
vectors. By choosing this representation, we avoid the
effort spent on deriving topic frequency vectors and still
achieve high classification accuracy. We employ kNN-
classification and use clustering to increase efficiency and
performance.

The rest of the paper is organized as follows. Sec-
tion 2 summarizes some work on the classification of texts
and webpages. Section3 formally introduces the prob-
lem of website classification and describes our former ap-
proach. Section4 presents our new approach to website
classification based on kNN-classification and sets of fea-
ture vectors. The next section provides the results of our ex-
perimental evaluation comparing both approaches in terms
of classification accuracy and efficiency. The last section
summarizes the paper and gives some directions for future
research.
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2 Related Work

In this section, we briefly review related work on text clas-
sification, in particular classification of webpages. Text
classification has been an active area of research for many
years. All methods of text classification require several
steps of preprocessing. First, any non-textual information
such as HTML-tags and punctuation is removed from the
documents. Then, stopwords such as ”I”, ”am”, ”and”
etc. are also removed. Typically, the terms are reduced to
their basic stem applying a stemming algorithm. Most text
classification algorithms rely on the so-called vector-space
model. In this model, each text document is represented by
a vector of frequencies of the remaining terms. The term
frequencies may be weighted by the inverse document fre-
quency, i.e. a term occurring in fewer documents obtains
a larger weight. Finally, the document vectors are normal-
ized to unit length to allow comparison of documents of
different lengths. The vector-space has a very high dimen-
sionality since even after preprocessing there are typically
still several thousands of terms. Due to the high dimension-
ality, most frequencies are zero for any single document
and many of the standard classification methods perform
poorly.

However, methods that do not suffer so much from
high dimensionalities have been very successful in text
classification, such as naive Bayes [5] and support vector
machines [6, 5]. Another approach to text classification is
centroid basedk-nearest neighbor classification [7], which
is related to our new approach of website classification.
The idea is to summarize each class by the centroid of its
training documents. Thus, kNN-classification is consider-
ably faster and more accurate. However, [7] discusses clas-
sification of single text documents and only mentions the
possibility to cluster the training set for multiple centroids
in its conclusions.

Another task in text classification is to determine the
subset of a topic hierarchy that is contained in a single doc-
ument [8]. Though this approach bears a similar name to
the website classifier described in the next section and em-
ploys a ”topic frequency representation” at some stage, it
is only applicable for the classification of single text docu-
ments and not sets of webpages, i.e. websites.

While most of the above methods have been applied
to pure text documents, an increasing number of publica-
tions especially deals with the classification of webpages.
Several authors have proposed methods to exploit the hy-
perlinks to improve better classification accuracy. [9] in-
troduces several methods of relational learning considering
the existence of links to webpages of specific classes. [10]
presents techniques for using the class labels and the text
of neighboring (i.e., linked) webpages. However, all these
methods aim at classifying single webpages, not complete
websites.

3 Website Classification and the Topic Fre-
quency Vector Approach

As mentioned before a website is a set of webpages that
is published by the same person, group or institution and
usually serves a common purpose, e.g. to present an com-
plete organization or company. Since it is difficult to ex-
actly identify websites based on this very general defini-
tion, in this paper, we equate a website with the set of web-
pages belonging to a domain (e.g. ”www.lmu.de”). This
easier-to-process definition holds for most real world web-
sites. Only very large websites are spread over more than
one domain and most relevant organizations rent their own
domain name for better identification. Let us note that our
classification methods are not bound to this definition, but
can handle other more complex definitions too, as long as
there is a set of webpages representing a website.

To classify complete websites, we described several
methods in [4]. The simplest approach summarizes all
webpages within a website into one single feature vector
and afterwards classifies this vector. However, this ap-
proach performed very poorly and thus, classifying a web-
site in the same way as a single text document is an in-
adequate approach to website classification. The approach
offering the best results is namedtopic frequency vector
approach (TFV-approach). To employ the TVF-approach
for website classification, several preprocessing steps are
needed. First of all, a set of training websites has to be
acquired. Employing a directory service this is easy, since
there are already leaves in the topic tree mostly linking to
relevant sites. To attain the webpages representing these
websites, one could download all pages, but it is usually
enough to restrict the number of webpages to a maxi-
mum of 120. During classification this restriction can be
achieved by an incremental classifier as described below.

The next step is to find a proper set of page classes for
each website class. The set of page classes should contain
classes that describe webpages being typical to occur in a
website of a certain class. For example, ”computer repair
service” might be a meaningful page class for the site class
”computer retailer”. To distinguish all websites belonging
to some other class, we employ a global ”other” site class
that is not specified any further. This ”other” site class is
described by one ”other” page class only. After definition,
we have to generate training examples for each of the page
classes. Therefore, we examine the pages within the train-
ing websites and manually label the pages with the proper
page class. Thus, we receive the training set for the page
classes, additionally to the needed set of training websites.
Both of these steps tend to be very time consuming, since
there is no approved general way for automatic generation
of classes and training examples. For example, determin-
ing page classes and labelling enough training pages took
about 3 days for the data used in the evaluation of [4].

After generating the training set for the page classes,
we train a naive Bayes classifier, that is capable to label
new unknown webpages with the most likely page class. To
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classify a website, we derive the so-called topic frequency
vectors (TFVs).

The vector-space of topic frequencies is spanned by
the set of page classes. The idea is to count the occurrences
of each page class in a site. Thus, a TFV gives an brief
overview of the page classes that occur within a site. For
classification, we employ a second naive Bayes classifier
trained on the TFVs derived from the training websites.
Classification of an unknown website is achieved in two
steps. First, we classify the webpages of the website and
therefore, derive the TVF. Afterwards we employ the sec-
ond classifier to predict a site class from this TFV. In [4],
we additionally described a variant for incremental classifi-
cation that does not employ all webpages of a website. The
idea is to read a page from the homepage –the page given
by the domain name only–, follow the links and measure
the quality of each path leading away from it. If this qual-
ity is not ”relevant” enough, we prune the path. After all
pathes are pruned, the treated portion of the website is usu-
ally a good representation for the complete site. In this
incremental variant, the prediction of the second classifier
is calculated during the traversal of the website and is used
to decide the quality of each path to be pruned. For more
details please read [4].

4 Classification of Websites as Sets of Fea-
ture Vectors

4.1 The K-Nearest Neighbor Classifier

Turning away from the concept of page classes leaves us
without an appropriate feature transformation for websites.
Thus, there is no feature space that most of the well-
established classification methods like Bayes classifiers
or SVMs require. Therefore, we adopt the paradigm of
k-nearest neighbor (kNN) classification that only assumes
a pairwise distance function. For the classification of an
unknown object, a basic kNN-classifier performs a kNN-
query on the training database and returns the majority
class of the returnedk nearest neighbors of the given
object. The key to the effectiveness of kNN-classification
is an intuitive distance function. Since the content of each
single pagep ∈ W can be represented by a feature vector
of term frequencies, a whole website is represented by
a set of feature vectors. Several distance measures for
sets of vectors in a metric space have been introduced in
the literature [11, 12]. From these distance measures, the
Sum of Minimum Distances (SMD) [11] most adequately
reflects the intuitive notion of similarity between two
websites. In the context of website classification, it can be
defined in the following way. LetW1,W2 be two websites
and let f : P → Nd be a feature transformation that
returns the feature vector of a pagep ∈ P whereP is the
set of all webpages. Furthermore, letd(x, y) be a distance
measure on feature vectors. The SMD ofW1 andW2 is
given by:

Figure 1. Centroid set of a sample website class.

SMD(W1,W2) =∑
vi∈W1

min
wj∈W2

d(f(vi), f(wj)) +
∑

wj∈W2

min
vi∈W1

d(f(vi), f(wj))

|W1| + |W2|

The idea of SMD is to map every element of both sets
to the closest element in the other set. This means that sev-
eral pages belonging to the websiteW1 might be mapped
to the same page in the other siteW2 or vice versa. This
is quite adequate for websites since the number of differ-
ent webpages describing the same information may vary
among different websites belonging to the same class. Fur-
thermore, sites of very related content but varying size will
become very similar w.r.t. SMD since the cardinality of
the set is not considered. The SMD is reflexive and sym-
metric, but does not fulfill the triangle inequality, i.e. it is
not a metric. The SMD distance calculation for a pair of
websitesW1 andW2 has a quadratic runtime complexity
O(w2) wherew denotes the maximum of the numbers of
webpages ofW1 andW2. As distance measure between the
single feature vectors, we use the cosine coefficient which
is well-established for text data.

4.2 Improving Efficiency Using Centroid
Sets

Though the basic kNN-classifier is very accurate, the com-
putational cost for classifying a website is very high. The
standard approach of speeding-up kNN-queries by using a
multi-dimensional index structure such as the X-tree [13]
is infeasible because SMD is not metric. An alternative to
speed-up classification is to reduce the size of the training
database to one representative per website class.

Therefore, we introduce centroid sets to summarize
and represent a website class. The idea is that each website
class provides several groups of webpages that are some-
how related and can be summarized by one common repre-
sentative. Let us note that these groups of pages are some-
what similar to the manually assigned page classes of the
TFV approach, but refer to one site class only and are deriv-
able without manual interaction. In [7], the authors show
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that the centroid of several text documents is a useful rep-
resentative for a complete class in terms of kNN- classifi-
cation. Furthermore, the paper mentions clustering to treat
multi-modal classes in its conclusion chapter. However, to
our knowledge the authors did not follow this direction any
further. To speed up, website classification and find mean-
ingful descriptions of websites, we take up this idea.

Given some groups of related elements, we calculate
one mean vector for the training pages of each group and
define the centroid set for a website class as the set of all
such mean vectors: LetS be a set of setssi with vectors
vj,si and letπl(si) = {v|g(v) = l ∀v ∈ si} be the restric-
tion of si to groupl whereg is a mapping from a vectorv
to a groupl ∈ G, the set of all groups. Then the centroid
setCS of S is defined as:

CS(S) =

cj | ∀j ∈ G, cj =
1

|
⋃
∀i

πl(si)|
·

∑
x∈

⋃
∀i

πl(si)

x


Figure1 illustrates the centroid set for a sample web-

site class using a two-dimensional feature space for the
webpages. The remaining problem is now to determine the
grouping within the training pages of a website class. For-
tunately, the task of identifying similar groups of instances
within a database of feature vectors is known as clustering.
Though there are many established clustering algorithms,
the choice of a suitable one for our problem is limited by
two requirements. First, the number of clusters should be
determined by the clustering algorithm. Since there is no
apriori-knowledge about the groups within a site class, we
are unable to input the number of clusters. Second, the
cluster algorithm should be able to deal with noise. In our
context, noise represents webpages that are uncommon for
the class of websites they occur in. To provide relevant gen-
eralization, noise should not be considered within the con-
structed centroid set. We choose GDBSCAN [13] to group
the training pages within each website class, because of its
ability to find an arbitrary number of clusters and to filter
out noise. The parameters of GDBSCAN are used to ad-
just the number of centroids per class and to control how
much noise is eliminated. To conclude, the centroid set for
a website classCi is derived as follows :

1. Join the (feature vectors of the) webpages found in the
training websites of classCi into one set.

2. Determine clusters in this set of feature vectors using
GDBSCAN.

3. For each cluster, calculate the centroid and insert it
into the centroid set of classCi.

4.3 Incremental Classification

When using this compact representation of website classes,
the website classifier has to calculate the SMD between a

Figure 2. Illustration of SMD(left) and HSMD(right).

test website and all website classes, each represented by
a centroid set. Now the following problem occurs, espe-
cially when classifying objects belonging to the obligatory
”other” class that is trained on a random mix of different
types of websites not further distinguished. Consider a
website consisting of a few webpages only that even can
be part of the training set. The portion of the SMD that
sums up the distance of the webpages of this website to the
centroid set will be rather small, which is intended, since it
is part of the training set. However, the second sum consist-
ing of the distances of all centroids to the few specialized
pages in the website will be very large, since we might have
many other topics in the representative object that are not
obligatory for websites belonging to the site class. This
contradicts our intuition because an instance belonging to
a class should be very similar to the class representative.
To avoid this effect, we replace the SMD by the half-SMD
(HSMD) as a more adequate distance measure for calculat-
ing the distance of test websites to centroid sets. LetW be
a website, letC be a centroid set and letf : P → Nd be
a transformation that returns the feature vector ofp ∈ P
whereP is the set of all pages and centroids respectively.
Furthermore, letdist(x, y) be a distance measure on fea-
ture vectors. The HSMD ofW to C is given by:

HSMD(W,C) =

∑
vi∈W

min
wj∈C

d(f(vi), f(wj))

|W |

A further advantage of HSMD is a faster calcula-
tion, especially for incremental classification. Classifying
a website incrementally using the introduced methods of
NN-classification is basically possible for all variants men-
tioned above. Since the view of a website as a set of
pages allows us to treat the already retrieved part as a web-
site itself, the distances can be calculated for each subset,
too. However, the variant using centroid sets and HSMD
is suited best for incremental classification, due to the fol-
lowing reasons. By limiting the training set to just one
instance per site class, we can store the HSMD values of
the subset retrieved so far with each centroid set. Since
the HSMD only considers the distance from the page to its
nearest neighbor in the representative object, the distance
can be summed up during the traversal. Thus, the effort
for extending the classification to an additional webpage is
limited to one NN-query for each class. Pruning the web-
site to a representative is done as in [4], by limiting the path
length from the home page.
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TFV 5-NN Cent.Cl.
class pre. | rec. pre. | rec. pre. | rec.
busin.sch. 0.74| 0.98 0.75| 0.89 0.87| 0.96
horse deal. 0.80| 0.86 0.95| 0.78 0.95| 0.78
game retail. 0.75| 0.75 0.92| 0.60 0.77| 0.85
ghosts 0.50| 0.92 0.60| 0.75 0.90| 0.75
astron. 0.63| 0.92 0.79| 0.88 0.88| 0.88
snowboard 0.61| 0.75 0.86| 0.60 0.93| 0.70

Acc. 7-Cl. 0.65 0.76 0.81

Table 1. Comparison of precision and recall. Last line:
Accuracy for the 7-class problem.

5 Experimental Evaluation

For our experiments, we employed the yahoo! [3] hierar-
chy to provide classes and corresponding training sites. In
our test bed we chose 6 different website classes and built
an additional ”other”-class from a randomly chosen mix-
ture of other yahoo! classes. Our training database con-
sisted of 86 websites for the category ”other” and between
12 and 47 example sites for the 6 classes. The total number
of sites was 234 comprising a total of about 18,000 single
webpages. The classifiers were implemented in Java and
tested on a workstation equipped with 2 Pentium 4 proces-
sors (2,4 GHz) and 4 Gb main memory.

The first set of experiments tested precision and re-
call for each of the 6 website classes for the two-class
case only. The comparison partners included a multinomial
naive Bayes classifier on TFVs as in [4] and a basic 5-NN
classifier using SMD (5-NN for short). Furthermore, we
tested an incremental 1-NN-classifier employing centroid
sets and HSMD (centroids classifier). Without having ap-
propriate page classes and training pages, we used the site
classes also as page classes to generate TFVs.

The topics of the single webpages were determined
by another naive Bayes classifier. Note that only the TFV
and the centroids classifier employed incremental classi-
fication, using only a reduced portion of the website as
shown in [4]. A second set of experiments investigated the
ability of the above three classification methods to handle
more than one class, by giving the complete training set to
the classifier as a 7-class problem. Both experiments used
10-fold cross validation. The results displayed in table1
document the ability of the basic 5-NN classifier to provide
good precision and recall without using page classes. The
TFV-classifier using the provisional TFVs still shows ac-
ceptable results, but the 5-NN-classifier achieves a better
trade-off between precision and recall in most of the cases.
The incremental centroids classifier provided very good ac-
curacy and outperformed the other two classifiers. Let us
note that the results of the incremental centroids classifier
displayed in table table1 do not belong to the parameter
setting offering the best accuracy, but to the setting with
the best trade-off between classification time and accuracy.

website class 5-NN Cent.Cl. TFV
business school 39.16 0.37 0.12
horse dealer 22.40 0.28 0.02
game retailer 22.27 0.34 0.09
ghosts 28.67 0.38 0.03
astronomy 36.99 0.42 0.24
snowboarding 31.59 0.36 0.04

Table 2. Classification time in seconds per website for the
two class problems.

Figure 3. Accuracy and classification time depending on
the parameter setting for GBDBSCAN for the Astronomy
example.

The accuracies achieved for the 7-class problem, listed in
the last line of table1, follow the trend observed in the 2-
class problems and underline the capability of the centroids
classifier to handle larger classification problems. The ac-
curacy, i.e. the percentage of correctly classified instances
with respect to all tested instances, is used to measure this
experiment, to give an compact view to the all-over perfor-
mance of the classifier.

In table2, we display the average time spent on the
classification of one website for the 2-class problems. The
results clearly show that the basic 5-NN classifier takes a
considerable amount of time for classification. On the other
hand, the incremental centroids classifier performed pretty
well compared to the extremely fast TFV-approach and of-
fered a speed-up of about 100 compared to the basic 5-NN
approach. This enormous speed up is due to the small av-
erage number of centroids (about 180 per centroid set) and
the use of incremental classification considering only few
pages of a website (about 20) for very accurate classifica-
tion. Summarizing the centroids classifier offered remark-
able classification accuracy in efficient time.

A third experiment investigated the effects of the pa-
rameter setting of GDBSCAN [13], the clustering algo-
rithm used to derive the centroid sets. For the astronomy
example, Figure3 shows the dependency of accuracy and
classification time on the numberk of neighbors needed
to define a core point and the radiusε. The shape of the
graph indicates that the influence of the radius is very sta-
ble within the interval from 0 to 0.5 which is half of the
possible target interval of the cosine coefficient. The influ-
ence of the number of neighborsk on the other hand, shows
an obvious decrease of accuracy fork = 3 and no signif-
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icant efficiency gain fork < 2. Therefore, settingk = 2
andε = 0.4 offered a good trade-off between classification
time and accuracy.

6 Conclusion

In this paper, we treat website classification as an emerg-
ing possibility to automatically maintain directory services.
We therefore treat websites as sets of feature vectors. This
new representation is much easier to derive and does not re-
quire defining page classes and manually labelling of train-
ing examples as it was demanded in previous approaches.
We employ kNN-classification to predict site classes and
use the sum of minimum distances (SMD) to relate the
websites to each other. To further increase classification
time and accuracy, we derive so-called centroid sets to rep-
resent a class of websites. Furthermore, we restrict the
SMD to the half-SMD, which is more adequate to compare
websites to centroid sets and is easier to compute during
incremental classification. In our experimental evaluation,
we demonstrate the capability of our new method to pro-
duce high classification accuracy in efficient time.

In our future work, we want to implement a topic
specific directory service that is maintained automatically.
Thus, new websites are classified automatically to the set of
classes they belong to. Therefore, we plan to adapt methods
of hierarchical classification and evaluate website classifi-
cation on a much broader basis. Furthermore, we plan to
grow the class tree automatically. To achieve this exten-
sion a leaf node of the tree has to be split into a set of new
subclasses after a certain number of entries is reached. To
find the set of new subclasses we plan to cluster the web-
sites into a meaningful grouping. Thus, we can keep the
transparency of a node at an acceptable level.
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