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Machine Learning and Data Mining
Summer 2014

Exercise Sheet 1
Presentation of Solutions to the Exercise Sheet on the 24.04.2014

Aufgabe 1-1 Linear Algebra

Let a = (1, 2, 1)T and b = (2, 2, 1)T be vectors and let

A =

 1 2
2 1
1 1

, B =

(
2 1
1 2

)
and C =

(
1 3
0 1

)
be matrices.

a) Calculate the following results (either with pen-and-paper or a programming language of your choice):

aTb, abT , AC, CAT , ATa, aTA.

b) Invert B and check if B−1B = BB−1 = I holds.

c) Generate an orthonormal 3× 3 matrix. Check if rows and columns are indeed orthonormal.

Aufgabe 1-2 The ADALINE learning rule

The adaptive linear element (ADALINE) model uses the least mean square cost function

cost =
1

2

N∑
i=1

(yi − ŷi)2 ,

for N training set elements, where yi is the actual and ŷi the computed class label of pattern i. In contrast to
the simple perceptron, classification is not realized by the signum-function. Instead, it is done directly: ŷ = h.
(As a reminder: M is the number of input features of patterns xi ∈ RM and the dimensionality of the weight
vector w ∈ RM , where x0 = 1 is constant and corresponds to the bias or offset.)

a) Deduce the gradient descent-based learning rule (or: adaption rule) for the ADALINE process (analoguously
to the perceptron learning rule).

b) Specify the corresponding sample-based learning rule.

c) What advantages do sample-based learning rules have?

d) Name the most distinctive characteristics between the ADALINE model and the perceptron model.

Aufgabe 1-3 Applying the perceptron learning rule

Let A and B be two classes, both comprising two patters:

A =

{
p1 =

(
2

4

)
, p2 =

(
1

0.5

)}
, B =

{
p3 =

(
0.5

1.5

)
, p4 =

(
0

0.5

)}

1



Classes A and B are labelled with 1 and −1, respectively.

Solve the following exercises either using pen and paper or a programming language of your choice. Also,
specify the partial results graphically.

a) How many iterations are required by the sample-based perceptron learning rule in order to seperate classes
A and B correctly if the weight vector w is initialized as (0, 1,−1) and step size η is set to 0.1?

b) How many iterations are required if η = 0.25? Is the order of the considered patterns relevant? If so, give
an example, otherwise, prove it.

c) After how many iterations does the gradient-based learning rule terminate for both η? In this case: Is the
order of the considered patterns relevant?

Small clue: If you need more than 10 iterations, you miscalculated.

Aufgabe 1-4 The Perceptron in More Than Two Dimensions

a) The pixel array representations of the numbers from 0 to 9 have been presented in the lectures. You can find
the corresponding data matrix in the file numberMatrix.RData. Train a perceptron to distinguish
between odd and even numbers. In order to do so, vary w as well as η. Does the perceptron terminate for
the problem “is a multiple of 3”?

b) What is the complexity of training a perceptron on an M -dimensional data set of size N? What are the
costs of a prediction?
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http://www.dbs.ifi.lmu.de/Lehre/MaschLernen/SS2014/Uebung/numberMatrix.RData

