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k is a scalar
b is a column vector
b; is the i-th component of b

b! is a row vector, the transposed of b



e A is a matrix

o If Aisa k X [-dimensional matrix,
— then the transposed AL is an I x k-dimensional matrix

— the columns (rows) of A are the rows (columns) of A”" ad vice versa



e c = kb is a vector with dimensionality b, with ¢; = kb,

e C = kA is a matrix of the dimensionality of A, with ¢; ; = ka; ;



Is a scalar



e A matrix consists of many row vectors. So a product of matrix with a vector consists

of many inner products of vectors
e If Aisa k x [-dimensional matrix and b a [-dimensional column vector, then

e Then ¢ = Ab is a k-dimensional column vector with

[
c; = Z a; mbm
m=1



e A matrix consists of many column vectors. So a product of matrix with a matrix

consists of many matrix-vector products
e If Aisak X [-dimensional matrix and C' a [ X p-dimensional matrix

e Then D = AC is a k X p-dimensional matrix with

l
dij = § i, mCm,j
m=1



e Special case: Multiplication of a row vector with a column vector is a scalar.

If b and ¢ are two [—dimensional row vectors, then

[
bTC — Z mem
m=1

e Special case: Multiplication of a column vector with a row vector is a matrix.

Is b a k-dimensional vector and c is a p-dimensional vector, then
A =bc!

is a k X p matrix with a; ; = b;c;



e Special case: Multiplication of a Matrix with a column vector is a column

vector. If A is a k X [-dimensional matrix and is b an [-dimensional vector, then

c = Ab

is a k-dimensional vector with t ¢; = lm:l a; mbm

e Special case: Multiplication of a row vector with a matrix is a row vector. If

A is a k x [-dimensional matrix and b a k-dimensional Vector and if

c'=blA
Then c is a [-dimensional vector with ¢; = ]fnzl bmay,



e The transposed AL changes rows and columns

()" =4

(AB)! = BT AT
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e lLet A be a square matrix

e If there is a unique inverse matrix A~ then we have

A lAa=T AAl=1

e If the corresponding inverse exist, (AB)~1 = B~14-1
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e Orthogonal Matrix (more precisely: Orthonormal Matrix): R is a (quadratic)
orthogonal matrix, if all columns are orthonormal. It follows (non-trivially) that all rows

are orthonormal as well and

R'R=1 RR'=1 R 1'=R! (1)
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