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Exercise 9: Sequential Data
Exercise 9-1 Manhattan Distance and Edit Distance

Given an alphabet A = {a1,...,a,}, the histogram of a sequence S = (s1,...,s;) is defined as H(S) =
(hl(S), ceey hn(S)) with hk(S) = HSZ‘Z S {1, ce ,l}, S; = ak}|

Given two sequences S = (s1,...,s) and T = (t1,...,t,), prove or disprove:
(a) The Manhattan Distance L;(H (S), H(T')) is a lower bound for the Edit Distance D.g;;(.S,T').

(b) The modified Manhattan Distance

hi(S) = hi(T) , if hi(S) > hi(T)
, else

is a lower bound for the Edit Distance Dyt (S, T).

Exercise 9-2 Edit Distance and LCSS

Given two sequences: CLASSIFY and CLUSTER, compute the edit distance and the longest common subse-
quence similarity using dynamic programming way.
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