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Recap: Regression Tree Learning

• Recall:

• Regression tree learning:

• Given: Set of observations 𝑇

• Find a split of 𝑇 in 𝑇1 and 𝑇2 with minimal summed impurity

• If the stopping criterion is not reached: Repeat for 𝑇1 and 𝑇2
• If the stopping criterion is reached: Undo the split
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Recap: Regression Tree Learning

• Impurity measures:

• Variance of the output: 𝑖𝑚𝑝 𝑇 =
1

|𝑇|
σ 𝑥,𝑦 ∈𝑇 𝑦 − ത𝑦 2

• Works well if constant models are learned …

• Variance of the residuals: 𝑖𝑚𝑝 𝑇 =
1

|𝑇|
σ 𝑥,𝑦 ∈𝑇 𝑦 − 𝑓(𝑥) 2

• Works better, as we will see …

• Note: If the regression function 𝑓 is constant, both impurity measures 
yield the same value (since the optimal constant regression function 
will always be 𝑓 𝑥 = ത𝑦)

• Stopping criterion:

• If the relative impurity ratio induced by a split is higher than a given 
threshold, then the split is not significant (avoid overfitting):

𝜏 =
𝑖𝑚𝑝 𝑇1 + 𝑖𝑚𝑝(𝑇2)

𝑖𝑚𝑝(𝑇)
> 𝜏0
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Exercise 12-1: Regression Trees

Consider the following dataset:

Search for the first best split. If the decision is obvious, 
you don't have to compute all possible splits. Then 
decide whether the split is significant or not by using 
the impurity ratio with 𝜏𝑜 = 0.5.
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Exercise 12-1: Regression Trees

• Initially: 𝑇 = {𝑃1, … , 𝑃6}

• Calculate the impurity of 𝑇:

• For the variance of the residuals, we need the optimal regression line 
minimizing the SSE

• Closed form solution: 𝛽1 =
𝐶𝑜𝑣(𝑥,𝑦)

𝑉𝑎𝑟(𝑥)
, 𝛽0 = ത𝑦 − 𝛽1 ҧ𝑥

• Calculate: 

• ҧ𝑥 = 0, ത𝑦 = 0

• 𝐶𝑜𝑣 𝑥, 𝑦 = σ 𝑥,𝑦 ∈𝑇(𝑥 − ҧ𝑥)(𝑦 − ത𝑦) = 0

• Thus: 𝛽1 = 0, 𝛽0 = 0

• Since the optimal regression line is

constant, both impurity measures

will yield the same value

• 𝑖𝑚𝑝 𝑇 =
1

6
1 + 0 + 1 + 1 + 0 + 1 =

2

3
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Exercise 12-1 (a): Regression Trees

a) Use as impurity measure the variance of the output.

• Try all possible splits, find the one with smallest summed impurity

• Split in half:

• ത𝑦𝑇1 = ത𝑦𝑇2 = 0

• 𝑖𝑚𝑝 𝑇1 = 𝑖𝑚𝑝 𝑇2 =
1

3
1 + 0 + 1 =

2

3

• 𝑖𝑚𝑝 𝑇1 + 𝑖𝑚𝑝 𝑇2 =
4

3
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Exercise 12-1 (a): Regression Trees

• Split 2 points:

• ത𝑦𝑇1 =
1

2
0 − 1 = −

1

2

• 𝑖𝑚𝑝 𝑇1 =
1

2

1

2

2
+

1

2

2
=

1

4

• ത𝑦𝑇2 =
1

4
1 + 1 + 0 − 1 =

1

4

• 𝑖𝑚𝑝 𝑇2 =
1

4
1 −

1

4

2
+ 1 −

1

4

2
+ 0 −

1

4

2
+ −1 −

1

4

2
=

11

16

• 𝑖𝑚𝑝 𝑇1 + 𝑖𝑚𝑝 𝑇2 =
15

16
<

4

3
→ better than previous split
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Exercise 12-1 (a): Regression Trees

• Split 1 point:

• 𝑖𝑚𝑝 𝑇1 = 0 (single point)

• ത𝑦𝑇2 =
1

5
0 + 1 + 1 + 0 − 1 =

1

5

• 𝑖𝑚𝑝 𝑇2 =
1

5
0 −

1

5

2
+ 1 −

1

5

2
+ 1 −

1

5

2
+ 0 −

1

5

2
+ −1 −

1

5

2
=

14

25

• 𝑖𝑚𝑝 𝑇1 + 𝑖𝑚𝑝 𝑇2 =
14

25
<

15

16
→ best possible split

•
𝑖𝑚𝑝 𝑇1 +𝑖𝑚𝑝(𝑇2)

𝑖𝑚𝑝(𝑇)
=

14

25
⋅
3

2
=

21

25
> 𝜏0 → the split is not significant 
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Exercise 12-1 (a): Regression Trees

b) Use as impurity measure the variance of the 
residuals.

• Split in half:

• The points in 𝑇1 and 𝑇2 are collinear

• Thus, we can fit regression lines with no error

• 𝑖𝑚𝑝 𝑇1 = 𝑖𝑚𝑝 𝑇2 = 0

• 𝑖𝑚𝑝 𝑇1 + 𝑖𝑚𝑝 𝑇2 = 0

• Since the impurity is always non-negative,

there cannot exist a better split

•
𝑖𝑚𝑝 𝑇1 +𝑖𝑚𝑝(𝑇2)

𝑖𝑚𝑝(𝑇)
= 0 < 𝜏𝑜

• Thus, the split is significant
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