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Industry Trends DB2
— HTAP R
— Reduction of DW Repositories
— Simplification of Information Supply Chain

Overview of DB2 with BLU Acceleration ——
— Column-oriented DBMS Super easy
— Data Compression

— Performance Improvements

IBM DB2 Analytics Accelerator (IDAA)

— DB Appliances
— DB2 for z/OS Integration
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DB2 with BLU Acceleration Technology

F»




Technology Evolution

NoSQL
Databases

Column-store

Databases
In-memory
Databases
XML
Databases
Object
Databases

1990s 2000s 2010s
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DB2 10.5 — Processing and analyzing more Data faster

DBZ® 1 05 Multi-workload database
software for the era of big data

= Always Available Transactions
99.999% availability with disaster recovery up to 1000s km; means minimal downtime

= Faster Analytics
In-memory hybrid yields 25x faster analytics without costs or limits of in-memory only

= Unprecedented Affordability
~ 1/3 less than Oracle with > 99% Oracle Database application compatibility

= Future-Proofed Infrastructure
NoSQL and IBM Mobile Database allows clients to expand and modernize their apps
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What is DB2 with BLU Acceleration?

= Large order of magnitude benefits

— Performance
— Storage savings DB2 with BLU
— Time to value
Runtime
. . . Classic BLU
= New technology in DB2 for analytic queries DB2 runtime runtime
— CPU-optimized unique runtime handling _ B
— Unique encoding for speed and compression i i e
— Unique memory management _ Classic DB2 bufferpool
— Columnar storage, vector processing
— Built directly into the DB2 kernel ~ CPUs with SIMD
_ ] M.Storage
= Revolution or evolution | (esscrowsiucured oo soetTi

— BLU tables coexists with traditional row tables
- in same schema, storage, and memory
— Query any combination of row or BLU tables

— Easy conversion of tables to BLU tables
« Change everything, or change incrementally

=
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Dynamic In-Memory

Why is BLU Acceleration a different Technology

In-memory columnar processing with
dynamic movement of data from storage

C1 G2 C3 C4 C5C6 C7 C8

Vil
Parallel Vector Processing instructions

Actionable Compression

4

Encoded

Patented compression technique that preserves
order so data can be used without decompressing

s Data Skipping
Multi-core and SIMD parallelism %

Super Fast, Super Easy — Create, Load and Go!
No Indexes, No Aggregates, No Tuning, No SQL changes, No schema changes

o1
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How fast is DB2 BLU Acceleration

Customer

Performance Gains

BNSF

Up to 137x

Handelsbanken

Avg 25x — Up to 100x

10x-25x

speedup
IS common

Triton Consulting 46x
Yonyou 40x
Coca-Cola Bottling 4x - 15x

ETNIS F—~

A =
RA7L Ay

“It was amazing to see the faster query times compared to the performance
results with our row-organized tables. The performance of four of our

queries improved by over 100-fold! The best outcome was a query that

finished 137x faster by using BLU Acceleration.”
- Kent Collins, Database Solutions Architect, BNSF Railway
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Storage Savings

= Multiple examples of data requiring substantially less storage
— 95% smaller than uncompressed data size

— Fewer objects required — no storage required for indexes, aggregates, etc
= Multiple compression techniques
— Processing takes place on compressed data

= Compression algorithm adapts to the data

350.0 -
.......... Storage size
includes table data
300.0 - indexes,
compression
9.1x dictionaries and
Smaller column store meta
250.0 A data as applicable.
200.0 4
g DDB2 10.1 uncompressed
s oDB2 10.1 compressed
~N %
@ 1500 4 mDB2 with BLU Accel.
i 9.3x 12.3x
smaller smaller
50.0
0.0 . . 1 . _h_\
Investment bank Major ISV Manufacturer
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Seamless Integration into DB2

= Built seamlessly into DB2 — integration and coexistence
— Column-organized tables can coexist with existing, traditional, tables
« Same schema, same storage, same memory
— Integrated tooling support
« Optim Query Workload Tuner recommends BLU Acceleration deployments

= Same SQL, language interfaces, administration
— Column-organized tables or combinations of column-organized and row-
organized tables can be accessed within the same SQL statement

= Dramatic simplification — Just “Load and Go”

— Faster deployment
» Fewer database objects required to achieve same outcome

— Requires less ongoing management due to it’s optimized query processing and

fewer database objects required

— Simple migration
« Conversion from traditional row table to BLU Acceleration is easy
« DB2 Workload Manager identifies workloads to tune
» Optim Query Workload Tuner recommends BLU Acceleration table transformations
» Users only notice speed up; DBA'’s only notice less work!

— Management of single server solutions less expensive than clustered solutions
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Simplification of Analytic Operations

Traditional Warehouse

Database Design and Tuning

. Decide on partition strategies
. Select Compression Strategy
. Create Table
. Load data
. Create Auxiliary Performance Structures
» Materialized views
Repeat ° Create indexes
* B+ indexes
« Bitmap indexes
. Tune memory
. Tune 1/O
. Add Optimizer hints
. Statistics collection

OOk~ OWON =

©O© 00 NO

AFTER
DB2 with BLU Acceleration

1. Create Table
2. Load data

Create
Load
GO!
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IBM Optim Query Workload Tuner

O T Gy o - Advisor identifies candidate tables for
File Edit MNavigate Search Project Data Run  Window Help . . . .
Pl T g O R e S optimizing row or column organization

& Tk Lounches |l Scrip24sal () QTPrject2/Worklosd Group 1/Workload nodel £ _
! Review Workload Advisor Recommendations _ AnalyzeS SQL workload and estimates

| of Review Workload Advisor Recommendations exeCUtion cost on row- and COIUmn'
organized tables.

This page shows the recommendations from the advisors thi

W Detebase connection: {3 TPCDSD 0.2hetesT ( D2 fo This page shows the recommendations from the advisors that you ran.

Database connection: & TPCDSDANVIO Zhotel67 ( DB2 for Linus, LUN|

b Status/Description

o T b Status/Description
Staterments | Summary | Table organization ©2 . Candidal

Sla.tement;,é;s;:-mma'ry Table organization & _C.'.m'didate Table br'gani:ati-on ] -
Estimated performance improvemnent: B34 %
MNumber of tables referenced in the workload: 11 Estimated performance improvement: B3dd %
Mumber of tables referenced in the workload: 11 Mumber of tables recommended for comversion: 11
| show DDL Script | | Test Candidate Table Organization
— | Show DDL Script | | Test Candidate Table Grganization | &2 | (2) | Filter by [Tables to be converted | . - _ S
Table Crestor Current O . rality Referencesto Table Cumulative Totsl Cost IL %
HOUSEHOLD_DEMOG.., TPCDS ROW Table Crestor Current Orgenization Recommended Organization  Conversion Warning  10.00 2 846,761,862.00
DATE DIM TPCOS ROW HOUSEHOLD_DEMOG... TPCDS ROW COLUMN Indexes will be rermove 220 - 15,408,311,452.100
WEB_SALES TRCDS ROW DATE_DIM TPCDS ROW COLUMN Indexes will be remove/s-00 15 1358783830400  |=
<ils2 s . WEB_SALES TPCDS ROW COLUMN Indexes will be remove> 20 i el :
STORE_SALES TRCDS ROW STORE TPCOS ROW COLUMM Indexes will be remove!340 19 14,261,145,494.00
CUSTOMER_ADDRESS TPCDS ROW ETADE CAIET TR Dkl IR TR T SR 1 i} 3 1,022 681 60600
STORE_RETURNS TPCDS ROW COLUMMN Indexes will be removed 283,785,024.00 1 973.711,296.00
ITEM TPCDS ROW COLUMN Indexes will be removed 296,736.00 ¥t 11 826 096, £43.00
CUSTOMER TPCDS ROW COLUMMN Indexes will be removed | 12.011 616.00 4 263545275200 =
4. [ i
5 : AT
| SQL Statements Affected
L3
Execution Coumnt We-tgh‘t Estimated Performance Gain(®) Cost Before Cost After  Statement Text i
1 0.00 -20220 22230l. 67,0973. SELECT(Q5."SS_ADDR SK'ASQ5CE, Q5."S5 CDEMO SK* AS 5C4, Q5.°5S CUSTOMER_SK™ AS 5C3, (5.755.. |
1 0.00 T899 4383980. 0921250.. selectiss.i brand_idasbrand_id issi_class_id class_id  iss.i_category_id category_id from tpeds.store_sal... !
1 0.00 81.B4 3245588. 149764.. selectavgiss_quantity), avgiss_ext _sales_price), avg(ss_ext wholesale_cost), sumiss_ext wholesale_cost) from ... |
1 000 TIAD  2085428,. 47L247.. with cross_ems as (select i_itern_sk ss_item_sk from tpeds.itemn, (select iss.i_brand_id brand_id | iss.i_clas... =
1 0.00 4812 1759297. 0912756.. select cd gender, od_mantal status, cd education status, count(”), cd_purchase estimate, count(”), c.. i =
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IBM Optim Query Workload Tuner

r
P ff Review Workload Advisor Recommendations

This page shows the recommendations from the advisors that you ran.

Database connection: & TPCDSDANVID Zhotel5T [ DB2 for Linu, UNIX, and Windows V10.5.0 )

b Status/Descnption

a=ors stEmmoas T oE —=w o= ros mommIm o Eoo = -t = ———=s = = SEom- E oS —xTsmao=as ms= == ——

Estimated performance improvement:
Mumber of tables referenced in the workload:

a3dd %
11

MNumber of tables recommended for comversion: 11

| Show DDL Seript | | Test Candidate Table Organization |

L3 | (@ | Firerby EITMIHMEMMH -

Table Creator Current Organization  Recommended Organization  Conversion 'H'H'arnmg

HOUSEHOLD_DEMOG.., TPCDS ROW COLUMN Indexes will be remove
DATE_DIM TPCDS ROW COLUMM Indexes will be remove
WEB_SALES TPCDS ROW COLUMN Indexes will be remove
STORE TRCDS ROW COLUMM Indexes will be remove
CTMIDLC CAlCC TN Ml O WA il TIE Akl L emm cnailll e v s s s
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Analytics Data Mart

From Transactional Database

ERP or other
transactional
system

Line of Business Analytics Data Mart

Easily create and load
a BLU Acceleration in-memory mart

Create tables, Load and Go!

. = |nstant performance boost
Transactional » Handles terabytes of data
Database » No indexes/aggregates to create
and tune Multi-platform softwar
= Multi-platform software flexibility S— —

15
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7 Big Ideas: 0 Simple to Implement and Use

= LOAD and then... run queries
— No indexes
— No REORG (it's automated)
— NO RUNSTATS (it's automated)
— No MDC or MQTs or Materialized Views
— No partitioning
— No statistical views
— No optimizer hints

= |t is just DB2!
— Same SQL, language interfaces, administration
— Reuse DB2 process model, storage, utilities — Gttty

BOTTLING C

TTL A0
CONSQLIDATED

“The BLU Acceleration technology has some obvious benefits: It makes our analytical
queries run 4-15x faster and decreases the size of our tables by a factor of 10x. But it’s

when | think about all the things | don't have to do with BLU, it made me appreciate the

technology even more: no tuning, no partitioning, no indexes, no aggregates.”
-Andrew Juarez, Lead SAP Basis and DBA

© 2014 IBM Corporation



7 Big ldeas: 0 Simple to Implement and Use

One setting optimized the system for BLU Acceleration
— Set DB2_ WORKLOAD=ANALYTICS

— Informs DB2 that the database will be used for analytic workloads

Automatically configures DB2 for optimal analytics performance
— Makes column-organized tables the default table type
— Enables automatic workload management
— Enables automatic space reclaim
— Page and extent size configured for analytics
— Memory for caching, sorting and hashing, utilities are automatically initialized based on
the server size and available RAM

Simple Table Creation
— |f DB2_WORKLOAD=ANALYTICS, tables will be created column

organized automatically
— For mixed table types can define tables as ORGANIZE BY COLUMN Or ROW

— Compression is always on — No options

Easily convert tables from row-organized to column-organized
— db2convert utility

17 © 2014 IBM Corporation



7 Big Ideas: 9 Compute-friendly Encoding/Compression

» Massive compression with approximate Huffman encoding
— More frequent the value, the fewer bits it takes

» Register-friendly encoding dramatically improves efficiency
— Encoded values packed into bits matching the register width of the CPU
— Fewer 1/Os, better memory utilization, fewer CPU cycles to process

LAST_NAME Encoding

Brown Packed into register length

Johnson
Johnson
Johnson
Johnson
Brown
Johnson
Gilligan
Wong
Johnson

<+ Register Length =—»

<« Register Length —p
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BLU uses multiple Compression Techniques

= Approximate Huffman-Encoding (“frequency-based compression”),
prefix compression, and offset compression
* Frequency-based compression: Most common values use fewest bits

0 = California 2 High Frequency States

1 = NewYork (1 bit covers 2 entries)

000 = Arizona R

001 = Colorado

010 = Kentucky .8 Medium Frequency States
011 = lllinois (3 bits cover 8 entries)

111 = Washington

000000 = Alaska 40 Low Frequency States
000001 = Rhode Island (6 bits cover 64 entries)

» Exploiting skew in data distribution improves compression ratio
» Very effective since all values in a column have the same data type
» Maps entire values to dictionary codes
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7 Big Ideas: 9 Data remains compress. during Evaluation

= Encoded values do not need to be decompressed during evaluation
— Predicates (=, <, >, >=, <=, Between, etc), joins, aggregations and more work
directly on encoded values

SELECT COUNT (*) FROM Tl WHERE LAST NAME = ‘Johnson’

LAST_NAME Encoding

Brown I m

Johnson =

Johnson =

Johnson m

Johnson =

Brown |

Johnson =

Gilligan [

Wong [

Johnson =
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21

7 Big Ideas: @) Multiply the Power of the CPU

= Performance increase with Single Instruction Multiple Data (SIMD)

= Using hardware instructions, DB2 with BLU Acceleration can apply a

single instruction to many data elements simultaneously
— Predicate evaluation, joins, grouping, arithmetic

Instruction

Instruction

Result Stream

Result Stream

© 2014 IBM Corporation



7 Big Ideas: 9 Core-friendly Parallelism

= Careful attention to physical attributes of the server
— Queries on BLU Acceleration tables automatically parallelized

= Maximizes CPU cache, cacheline efficiency

EFTINIS F~

7—
AAILWwWAY

“During our testing, we couldn’t help but notice that DB2 10.5 with BLU
Acceleration is excellent at utilizing our hardware resources. The core-

friendly parallelism that IBM talks about was clearly evident and I didn’t even

have to partition the data across multiple servers.”
- Kent Collins, Database Solutions Architect, BNSF Railway
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7 Big Ideas: 6 Column Store

Minimal I/O
— Only perform 1/O on the columns and values that match query

— As queries progresses through a pipeline the working set of pages is reduced

Work performed directly on columns
— Predicates, joins, scans, etc. all work on individual columns

— Rows are not materialized until absolutely necessary to build result set

Improved memory density

— Columnar data kept compressed in memory
Extreme compression

— Packing more data values into very small amount of memory or disk
Cache efficiency

— Data packed into cache friendly structures

e

23
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7 Big Ideas: @ Scan-friendly Memory Caching
= New algorithms cache in RAM effectively

= High percent of interesting data fits in memory
— We leave the interesting data in memory with the new algorithms

= Data can be larger than RAM
— No need to ensure all data fits in memory
— Optimization for in memory and I/O efficiency

RAM

Near optimal caching

24
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7 Big Ideas: a Data Skipping

= Automatic detection of large sections of data that do not qualify for a
query and can be ignhored

= Order of magnitude savings in all of /0, RAM, and CPU

= No DBA action to define or use — truly invisible
— Persistent storage of min and max values for sections of data values

25 © 2014 IBM Corporation



Synopsis Table

Meta-data that describes which ranges of
values exist in which parts of the user table

0

SYN130330165216275152_SALES_COL

TSNMIN TSNMAX S_DATEMIN S_DATEMAX .« ..

0 1023 2005-03-01 2006-10-17

1024 2047 2006-08-25 2007-09-15

1023

1024

TSN = Tuple Sequence Number

Enables DB2 to skip portions of a table when
scanning data to answer a query

Benefits from data clustering, loading pre-
sorted data

2047

—

—

User table: SALES coL

S_DATE QTY

2005-03-01 176
2005-03-02 85
2005-03-03 267
2005-03-04 231

26
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7 Big Ideas: How DB2 with BLU Acceleration Helps
~Sub second 10TB query

* The system — 32 cores, 10TB table with 100 columns, 10 years of data

* The query: SELECT COUNT (*) from MYTABLE where YEAR = ‘2010’

= The result: sub second 10TB query! Each CPU core examines the equivalent
of just 8MB of data

DATA

4

> 7 > =

10TB of 1TB after 10GB column 1GB after
source data storage savings access data skipping
L X DATA ‘> :i-> D B2
ey WITH BLU

ACCELERATION

32MB linear scan Scans as fast as 8MB Sub-second 10TB
on each core encoded and SIMD query
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Mixing Row and Columnar Tables

= DB2 10.5 supports
mixing row and
columnar tables

seamlessly
— In the same tablespace
and bufferpools
— In the same query

= Best query performance
for analytic queries
usually occurs with all
tables columnar

= Mixing row and
columnar can be

necessary

— Point queries (highly
selective access) favor
row-organized tables with
index access

— Small, frequent, write
operations favor row-
organized tables

ORGANIZE BY COLUMN

ORGANIZE BY COLUMN

ORGANIZE BY COLUMN

PRODUCT GRP ™

Y

P 1 IrrTEG
! },’”'
PROO SEGRENT || I'I'EGE

ORGANIZE BY COLUMN

PRODULT

PERIOD P DAILY SALES
IPEREEY 1 INTEGER = I REEY INTEGER
CALEMDAR_DATE DATE INTEGER
DAY _OF WEEK SMALLINT INTEGER
WEEF SMALLINT INTEGER
PERIOD SMALLINT INTEGER
YEAR SMALLINT - INTEGER
HOLIDAY FLAG CHAR{1) _ EXTEMDED_PRICE DECIMAL(7, 2
WEEK_EMDING_DATE DATE EXTEMDED_COST DECIMAL(7, 2
MONTH CHAR(3) SHELF_LOCATION INTEGER
SHELF_HUMBER INTEGER
START_SHELF_DATE INTEGER
SHELE-WibtH IHTEGER
HELF_WIDTH M
ORGANIZE BY COLUMN AL L
STORE SHELF_COST DECIMALE?. 2
P SHELF_COST_PCT_OF SALE DECIMAL(7, 2
TR meen et [ R SO s
| U H i
CITY CHAR(20) START_BITI_DATE INTEGER
STATE CHAR(S) BIN_HEIGHT INTEGER
DISTRICT CHAR(14 BIN_WIDTH INTEGER
REGION CHAR(10 BIM_DEPTH INTEGER
g}”'ggg PCT_OF_SALE EEE%ﬂit 35
ORGANIZE BY COLUMN TRATIS IIJMBER. INTEGER
[ HANDLTNG_CHARGE INTEGER
CUSTOMER uPe INTEGER
INTEGER EHIPPING INTEGER
CUST_GRP_ID INTEGER INTEGER
HAME CHAR{30 FERL’EIIT DISCOUNT INTEGER
ADDRESS CHAR -mE TAL_DTSPLAY_COST DECIMﬁLE?. 2
c_cITy CHAR{2D TETAL_DHCOUT-“I' DECIMALLT, 2
C_STATE CHAR(S
zip CHAR(S
PHOMNE CHAR(10) DAILYCEGRECANE
AGE_LEVEL SMALLINT EY INTEGER
A v HAR TOREKEY INTEGER
GE_LEVEL DESC CHAR(20)
INCOME_LEVEL SMALLINT RODEEY INTEGER
IMCOME LEVEL DESC CHAR 20) QUANTITY_FORECAST INTEGER
M»‘\RITR[:_STHTUS CHAR(1 EXTENDED_PRICE_FORECAST DECIMAL(Y, 2

GEMHDER CHAR(1
DISCOUNT DECIMAL(S, 2)

EXTENDED COST FORECAST

DECIM#L??. F)

',',z‘_ PRODKEY | INTEGER
— PRODUCT_GRP_ID INTEGER
UPC_HUMBER CHAR(11
PACKAGE_TYPE CHAR[20
FLAVOR CHAR[20
FORM CHAR(20
CATEGORY INTEGER
SUB_CATEGORY INTEGER
CP.SE_FACK INTEGER
PACKAGE_SIZE cunn{j]
ITEM_DESC CHAR(20)
P_PRICE DECIMAL(11, 2) _
CﬁTEGOH':’ DESC CH.&R[BG)

DECIMAL(11,2)

OST
SD8 CATEGORY pESC CHAR(70)

ORGANIZE BY ROW

PROMOTION

CUSTOMER_GRP ™
INTEGER ° |

CUST GRF I%
E VARCHAR(4D)

CUST GRP_SEGMT INTEGER
ORGANIZE BY COLUMN

ORGANIZE BY ROW

v

INTEGER
PROMOTYPE INTEGER
PROMODESC  CHAR(30)

PROMOVALUEZ DECIMALLS, 2
PROMO_COST DECIMAL(S, 2

PROMOVALUE DECIMAL(S, 2‘1

28
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Automatic Workload Management

= Built-in and automated query resource consumption control

» Enabled automatically when DB2 WORKLOAD=ANALYTICS

= Many queries can be submitted, but limited humber get executed
concurrently

Applications and Users DB2 DBMS kernel

Up to tens of thousands of
SQL queries at once

Moderate number of

queries consume resources

Al
- A

SQL Queries
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Optimize the Entire Hardware Stack

In-Memory
Optimized

Memory latency
optimized for

— Scans

— Joins

— Aggregation

More useful data

in memory
— Data stays compressed
— Scan friendly caching

Less to put in memory
— Columnar access
— Late materialization
— Data skipping

CPU Optimized

= CPU acceleration

— SIMD processing for
Scans
Joins
Grouping
Arithmetic

= Keeping the CPUs busy
— Core friendly parallelism

= Less CPU processing
— Operate on compressed data
— Late materialization
— Data skipping

/0 Optimized

= Less to read
— Columnar I/O
— Data skipping
— Late materialization

= Read less often
— Scan friendly caching

= Efficient I/0
— Specialized columnar
prefetching algorithm

30
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Value of DB2 BLU Acceleration?

BLU Acceleration

= Extreme performance
out-of-the-box

» Massive storage
savings
— No indexes required

= Lower cost of
operational analytics

= Built seamlessly into
DB2

= Consistent SQL,
interfaces,
administration

= Dramatic simplification
— Less to design
— Less to tune
— Just Load and Go

* In Memory Optimized
— Compressed in
memory

= Modern CPU
Exploitation

= |/O Optimized
— Only read columns
of interest

31
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IBM DB2 Analytics Accelerator (IDAA)

F»




Analytics and “HTAP”

Hybrid Transaction/Analytical Processing

= Much of the world’s operational data resides on z/OS systems
— Many customers ETL this data to other platforms for analytics

— Information supply chain and ETL: expensive and complex, error prone,
security concerns, data not current, multiple copies

= Grow z/OS analytics capabilities so that ETL can be significantly
reduced, even avoided

» Hybrid Transaction and Analytics Processing (HTAP)
— OLTP and analytics (incl. predictive)

in the same database system

= “Big Data” integration

© 2014 IBM Corporation



Operations and Analytics Coexistence

DB2 Native
Processing

i§%§§1{$
g - N

Croun

z/0S LPAR z/0OS LPAR
DB2 Member 1 DB2 Member 2

z/0S LPAR Configuration: zEC12, 8 CPUs; 120 GB Memory; zOS 1.13; DB2 V11 for zOS
IBM D2 Analytics Accelerator Configuration: Striper model, 112 cores; 240 data slices
IBM D2 Analytics Accelerator Configuration updated via batch processes such as nightly ETL

Two use cases:

- Operational Priority

— Keeping operational
throughput constant,
add analytics load to
the system

— Data used for
analysis can be
slightly out of sync
with operations

- Data Priority

— Data used for
operations and
analytics must be in
close synchronization

— Higher latency of
operational
throughput is
acceptable

34
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Traditional Systems Landscape

Applications

operational analytical

[
OLTP Staging Area ODS EDW Data Marts

e I e (=
» Negative ramifications: » Historical reasons:
— Complexity — both in systems — Different access patterns - impact on performance
management and in applications — EDW as the data integration hub - again, impact on performance
— Difficulties in supporting real time — Different life-cycle characteristics = and again, impact on
analytics performance
— Inability to match ever more — Different Service Level Agreements (SLA)
demanding SLA requirements * Lack of broadly available workload management capabilities
— High total cost of ownership + Choice of lower cost-of-acquisition offerings
35
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Visionary Systems Landscape

Benefits

Uniform policies and procedures
for security, HA, DR, monitoring,
same tools, same skKills, ...
Efficient data movement within
the system, often not involving
network (ELT vs. ETL)

Uniform access to any data for
types of applications
Opportunity to remove, i.e.
consolidate some of the layers,
ultimately leading to a single
database

= Approaches

Large RAM

'In-memory' databases
Massively parallel processing
Large number of sockets, cores,
servers

Vector processing

Hardware acceleration through
special purpose processors
FPGA, GPU, ...

Columnar stores

Appliances

Applications

operational analytical

Data

IBM DB2 ¢

The Future of ”‘.,

Data Management

L 2

Challenges

«” Mixed workload management
capabilities

V4 Ensuring continuous availability,
security and reliability

o Providing seamless scale-up and
scale-out

@ Providing universal processing
capabilities to deliver best
performance for both
transactional and analytical
workloads without the need for
excessive tuning

Building on proven technology

base

— DB2 (both z/OS and LUW)
already provide superior
technology to address most of the
challenges

— The remaining challenge is
addressed by adding special
purpose processing component

for analytical workloads
DB2 for z/OS: IBM DB2
Analytics Accelerator
DB2 for LUW: BLU

36

© 2014 IBM Corporation



IBM DB2 Analytics Accelerator (IDAA)

= What is it?
— A high performance appliance that integrates Netezza technology with
zEnterprise technology, to deliver dramatically faster business analytics on
relational / structured data

= What does it do? ,_
— Accelerates complex SQL queries, &

up to 2000x faster (days, hours 4
reduced to seconds) lm
— Improves access to and lowers the ; 101148 ~11c § DB2 Analytics

cost of storing, managing and e i A?ﬁf'ffgéj
processing historical data

— Minimizes latency

— Reduces zEnterprise capacity
requirements

— Improves security & reduces risk
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DB2 for z/OS becomes a Hybrid DBMS

niform and

2
- Systemz .
Superior availability
reliability, security,
workload management,
OLTP performance .. |

DB2

]
t;acllzzzrfenﬁt % Applications DBA Tools, z/OS Console, \Uniform DB2
transactional <?hr::«p.'ic;at‘.ﬂ::m Interfaces Operation Interfaces ;ewice,
and analytical < [Standard SQL dialects) (e.g. DB2 Commands mf‘j'"ttega"ce-
applications alabase

administration,

1.
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Applying Data Stream Processing to DB2 Queries

DB2 for z/OS

CPU Core FPGA Core

S-Blade

Complex ¥ Restrict | project | Decompress Table Cache

Joins, Aggs, etc. Visibility
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Field Programmable Gate Arrays (FPGAS)

select DISTRICT

PRODUCTGRP,
sum (REVENUE)
from  SALES_DATA
where MONTH = '20091201"
and MARKET = 509123
and SPECTALTY = ‘DATRY' FPGA Core CPU Core

Y
N

. : Restrict Complex
Slice of table Uncompress Project A : L
SALES_DATA Visibility Joins, Aggs, etc.
(compressed)

sum (REVENUE)

select DISTRICT, where MONTH = '20091201"
PRODUCTGRP, and MARKET = 509123
sum (REVENUE ) and SPECIALTY = ‘DAIRY'
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IDAA executes complex Queries significantly faster

DB2 +
Query DB2 Analytics Speed R?ws Rows

(Secs) | Accelerator Up Reviewed | Returned

(Secs)
Query 1 9,540 5 1,908x | 2,813,571 853,320
Query 2 8,220 5 1,644x | 2,813,571 585,780
Query 3 4,560 6 760x | 8,260,214 274
Query 4 4,080 5 816x | 2,813,571 601,197
Query 5 4,080 70 58x | 3,422,765 508
Query 6 3,180 530x | 4,290,648 165
Query 7 3,120 780x 361,521 58,236
Query 8 2,640 1,320x 342,529 724
Query 9 2,520 193 13x | 4,130,107 137

Actual customer results, October 2011

= IBM DB2 Analytics Accelerator based on Netezza technology
= Integrated with DB2 for z/OS, transparent to the application

Run analytic workloads
on the same platform
as the operational data

= Unprecedented response times — complex queries run in seconds instead of hours
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DB2 for z/0S: Query Execution Process Flow

Application
Interface

. Heartbeat —
Optimizer f

SPU

Application

Query execution run-time for

queries that cannot be or should
not be off-loaded to IDAA

|DAA DRDA Requestor

’7 S|MF' Host

DB2 for z/OS

CPU FPGA

000 (0 (630 (0D

| Memory

SPU
CPU FPGA

| Memory

SPU
CPU FPGA

| Memory

SPU
CPU FPGA

| Memory

IDAA

) (JUeries executed without IDAA
—— (JUeries executed with IDAA
= Heartbeat (IDAA availability and performance indicators)
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Connectivity Options

Multiple DB2 systems can connect to
a single accelerator

A single DB2 system can connect to
multiple accelerator

Multiple DB2 systems can connect to
multiple accelerator

DB2 Accelerator

Accelerator

Policy based workload management
Better utilization of accelerator resources
Scalability
High availability

= Full erX|b|I|ty for DB2 systems:
Residing in the same LPAR
— Residing in different LPARs
— Residing in different CECs
— Being independent (non-data sharing)
— Belonging to the same data sharing group
— Belonging to different data sharing groups
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In-Memory Database

= In-memory DBMS has existed for many years
— IBM divested SolidDB to UNICOM on June 30, 2014
* In-memory concepts apply for both row and column store formats
= DB2 for z/OS incorporates extensive in-memory technology and operates
almost exclusively on in-memory data
— DB2 keeps frequently accessed data in memory (buffer pools)
» Avoids disk I/O: > 90% of data accessed in memory without I/O

» Prefetch mechanisms avoid I/O waits
» Option to pin a table in memory

— DB2 writes all data changes (INSERT, UPDATE, DELETE) to memory

» Persistently writes log records to disk by commit time
- Same behavior as In-Memory Databases

= System z servers support TB sized memories, and we expect memory sizes
to increase — DB2 will evolve accordingly

= Coupling Facility main memory is a unique opportunity for System z
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IDAA Loader for z/OS — Flexible Load Options

Backups and DB2 Logs

. A
* *ﬁs Load
-

Process
Copy

Group Consistent Data Load | | * Loading data from a file to
= Accelerator and/or DB2:

, — Building a new data
P warehouse
062 Analycs * Possibly bringing data to
1uerDS‘J ! DB2on z
’ — Users desire to load file into

DB2, Accelerator, or both
Accelerator Loaded from Image Copies and Logs — Can be extracted from DB2
No Impact on Production Tables

| or other sources

External Load (Dual Load)

» | oading data to Accelerator

o from operational DB2 tables
External Data g | .
7 ~E — Operational data store (ODS)
DB2 Tables ... B and EDW w/ daily point in
Sfora/0s. J 5 time refresh

Table A
Tabl

a e R
-
Table C

— Require transaction
consistent data
— Historical point-in-time load
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Data Synchronization Options

Synchronization options Use cases, characteristics and requirements

Full table refresh
The entire content of a database table is
refreshed for accelerator processing

Table partition refresh

For a partitioned database table,
selected partitions can be refreshed for
accelerator processing

Incremental update

Log-based capturing of changes and
propagation to IDAA with low latency
(typically few minutes)

IBM Analytics LOAD utility
IDAA load utility used to manage IDAA

Existing ETL process replaces entire table
Multiple sources or complex transformations
Smaller, un-partitioned tables

Reporting based on consistent snapshot
Need for refresh automatically detected

Optimization for partitioned warehouse tables, typically
appending changes “at the end”

More efficient than full table refresh for larger tables
Reporting based on consistent snapshot

Need for refresh automatically detected

Scattered updates after “bulk” load

Reporting on continuously updated data (e.g., an ODS),
considering most recent changes

More efficient for smaller updates than full table refresh
Applications can request reporting on committed data only

Permits to load DB2 tables and IDAA in the same time
Permits to load on IDAA only sequential file

Permits to load IDAA table only using Image Copy and
LOG
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