
Tutorial Session 5 Score:

1.    Streaming Methods are...
A Pruning

B Ageing

C Sliding Windows

D Memorization

E Sampling

F Retrospection

G Data Synopsis & Histograms

2.    Which of the points below represent Data Stream Models?
A Delete-Only Model

B Insert-Delete Model

C Insert-Only Model

D Additive-Insert Model

E Additive Model

3.    Stream processing with Apache Spark can be characterized as follows:
A Spark Streaming processes a stream by processing a sequence of RDDs, which contain data during

different time windows.

B Stream processing with Spark offers high troughput.

C Spark Streaming is suited for real-time processing due to very low latency.

4.    Stream processing in Apache Storm can be characterized as follows:
A The core abstraction of a stream is Storm is a sequence of micro-batches.

B The core abstraction of a stream is Storm is an unbounded sequence of tuples.

C Storm is suited for real-time processing due to very low latency.
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Notiz
Ageing: Keep only the summary of the data in main memory and discard objects as soon as they are processed (Multiply summary with a decay factor after each time epoch)

Sliding Windows: Keep most recent stream elements in main memory and discard the older elements. Sequence-based.

Sampling: Select a subset of the data --> Data amount reduction. Challange: Obtaining a sample which is representative.

Data Synopsis & Histograms: Summaries of data objects used to reduce the amount of data. Histograms are used for frequency distribution approximation.
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Notiz
Insert-Delete Model: Elements can be deleted or updated

Insert-Only Model: Once an element is seen in the stream, it can not be changed/deleted.

Additive Model: Each element is an increment to the previous version of the given data object.
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Notiz
High troughput due to micro-batching, in-memory computation and advanced DAG-Scheduling.
High latency due to micro-batching.
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Notiz
Low latency since no buffering.




